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Formal synthesis is the process of generating a program satisfying a high-level formal specification.
In recent times, effective formal synthesis techniques have been proposed based on the integration of
inductive learning and formal methods. We refer to this class of methods that learn programs from
examples as formal inductive synthesis. One of the key challenges in formal inductive synthesis is
the identification of a sufficient set of examples that induce the correct program. In previous work,
we have shown that the size of this sufficient set of examples is closely related to a notion from
computational learning theory termed as the teaching dimension. However, not much is known about
the teaching dimension of concepts that are relevant to formal verification and synthesis. In this
paper, we present a result on the teaching dimension of generalized octagons, which are formed as
conjunctions of unit two-variable-per-inequality constraints. Octagons have found widespread use in
verification and synthesis problems. They are routinely used for abstract interpretation in programs
as well as to express switching conditions for hybrid systems. We give a theorem about the minimum
number of examples needed to teach octagons which in turn characterizes the complexity of formal
inductive synthesis of octagons in a formal verification or synthesis setting.

1 Problem Definition

Formal inductive synthesis (FIS) [7] is the problem of generating a program satisfying a formal speci-
fication from a set of examples/observations. The observations are typically generated through the use
of an “oracle” that can answer queries from a “learner.” The learner aims to synthesize the program
from examples without direct access to the entire specification. FIS has been shown to be effective
in various settings, including program synthesis [12, 5], invariant generation [3, 10], requirement min-
ing [8], and switching logic synthesis [6]. A particularly popular paradigm for solving FIS problems is
counterexample-guided inductive synthesis (CEGIS) [12, 11] in which the oracle is implemented as a
verification tool that can provide counterexamples if the current program generated by the learner does
not satisfy the specification. Other approaches are also possible; see [7] for more details.

One measure of complexity of an FIS problem is the length of the the dialogue — the number of
(query, response) exchanges — between oracle and learner. In our previous work [7], we showed that
for any FIS problem involving an oracle that provides counterexamples, the length of this dialogue is
bounded below by a quantity studied by the machine learning theory community called the teaching
dimension (TD) [4]. The TD is a property of the class of programs being learned – also called the
concept class in machine learning. We recall the formal definition of teaching dimension below:

Definition 1.1 For a given concept class C and a target concept c ∈ C, we say that T is a teaching
sequence for c if T is a sequence of positive and negative examples that uniquely identifies c ∈C, that
is, c is the only concept consistent with all the positive and negative examples in T . Let T (c) denote
all the teaching sequences for a target concept c. The teaching dimension T D(C) is given as follows:
T D(C) = maxc∈C

(
minτ∈T (c) |τ|

)
.
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2 On the Teaching Dimension of Octagons

As identified in our previous work [7], it is still a major outstanding challenge to compute the teaching
dimension for various concept classes that are relevant for formal verification and synthesis. In this
abstract, we would like to share some initial progress in this regard. Specifically, we have obtained a
result on the TD of generalized octagons. These are logical formulae obtained as the conjunction of unit
two variable per inequality constraints. Octagons have found use in a variety of settings in verification,
from being a very effective domain for abstract interpretation [1, 9, 2] to being useful for specifying
switching conditions for hybrid systems [6]. We believe this result is new from the learning theory
perspective and relevant for understanding the complexity of formal inductive synthesis of octagons in
various formal verification and synthesis settings. In the next section, we summarize the key ideas.

2 Teaching Octagons

Consider a d dimensional hyperspace. Any point p in the space is a d-tuple with its i-th component de-
noted by p(i). We consider linear inequalities or hyperplanes formed by at most two variable per inequal-
ity constraints, where the kth constraint is given as: Sk(p)≤ ck where Sk(p) =±p(i)± p( j) or Sk(p) =
±p(l). The number of such distinct hyperplanes is bounded by K = 2d(d− 1)+ 2d = 2d2. Next, we
define generalized octagons.

Definition 2.1 Generalized octagons in d dimensional hyperspace are convex closed polytopes formed
by intersection of half-spaces corresponding to the above hyperplanes, that is, Octagon(c1,c2, . . . ,cK) =

{p |
K∧

k=1

Sk(p)≤ ck} where ck are finite constants .

Definition 2.2 We say that a hyperplane Sk′(p)≤ ck′ in a generalized octagon is an inactive hyperplane
if and only if

(∧K
k=1,k 6=k′ Sk(p)≤ ck

)
⇒ Sk′(p)< ck′ . Given an octagon P formed by active hyperplanes

Act, and having vertices V , the smallest subset of vertices Vmoc ⊆V such that each hyperplane in Act is
incident on atleast one vertex in Vmoc, is called the minimal octagon-covering set (MOC) of vertices.

We now state the main result on teaching octagons below that summarizes the size of the teaching set,
that is, the number of examples needed to teach octagon concepts.

Theorem 2.1 Given an octagon P, there exists a teaching set of size |Vmoc|+ |F |, where |Vmoc| is the
number of vertices in the minimal octagon-covering set (MOC) and |F | is the number of faces of the
octagon. Moreover, this is the size of the minimum teaching set.

We omit the proof for lack of space. We only remark that our result generalizes one by Goldman and
Kearns [4] in their original paper about teaching dimension, where they reported that for hyperboxes
(conjunctions of interval constraints, a special case of octagons), the TD is 2d +2: note that for a hyper-
box, Vmoc is 2 and |F | is 2d.

3 Future Work

Our initial result is restricted to generalized octagons - geometric concepts formed by conjunction of unit
two variable per inequality constraints. As the next step, it would be interesting to generalize the results
to general polytopes, or to programs that involve linear operations. We also plan to consider a variant of
teaching dimension which is aware of the learning algorithm used for generalizing from examples [13].
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