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Programming by Examples applied to Data Manipulation
(Invited Talk)

Sumit Gulwani
Principal Researcher @ Microsoft Research
Adjunct Faculty @ IIT Kanpur
Affiliate Faculty @ Univ. of Washington
sumitg@microsoft.com

Programming by Examples (PBE) involves synthesizing intended programs in an underlying domain-specific language from example based specifications (Espec). In this talk, I will formalize our notion of Espec and describe some principles behind designing appropriate domain-specific languages. A key technical challenge in PBE is to search for programs that are consistent with the Espec provided by the user. We have developed a divide-and-conquer based search paradigm that leverages deductive rules and version space algebras to achieve real time efficiency. Another technical challenge in PBE is to resolve the ambiguity that is inherent in the Espec. We use machine learning based ranking techniques to predict an intended program within a set of programs that are consistent with the Espec. We also leverage active-learning based user interaction models to help resolve ambiguity in the Espec. In this talk, I will demo few PBE technologies (FlashFill, FlashExtract, and FlashRelate) that have been developed using these principles for the domain of data manipulation. These technologies are useful for data scientists who typically spend 80% of their time cleaning data, and for 99% of those end users who do not know programming.
Probabilistic Programming: Algorithms, Implementation and Synthesis

Aditya V. Nori
Microsoft Research
adityan@microsoft.com
June 15, 2015

Recent years have seen a huge shift in the kind of programs that most programmers write. Programs are increasingly data driven instead of being algorithm driven. They use various forms of machine learning techniques to build models from data, for the purpose of decision making. Indeed, search engines, social networks, speech recognition, computer vision, and applications that use data from clinical trials, biological experiments, and sensors, are all examples of data driven programs.

We use the term “probabilistic programs” to refer to data driven programs that are written using higher-level abstractions. Though they span various application domains, all data driven programs have to deal with uncertainty in the data, and face similar issues in design, debugging, optimization and deployment.

In this talk, we describe connections this research area called “Probabilistic Programming” has with programming languages and software engineering—this includes language design, static and dynamic analysis of programs, and program synthesis. We survey current state of the art and speculate on promising directions for future research.
The Second Syntax-Guided Synthesis Competition (SyGuS-COMP 2015)

Rajeev Alur\textsuperscript{1}, Dana Fisman\textsuperscript{1}, Rishabh Singh\textsuperscript{2}, and Armando Solar-Lezama\textsuperscript{3} \textsuperscript{*}

\textsuperscript{1} University of Pennsylvania
\textsuperscript{2} Microsoft Research
\textsuperscript{3} Massachusetts Institute of Technology

Abstract. Syntax-Guided Synthesis (SyGuS) is the computational problem of finding an implementation \(f\) that meets both a semantic constraint given by a logical formula \(\varphi\) in a background theory \(T\), and a syntactic constraint given by a grammar \(G\), which specifies the allowed set of candidate implementations. Such a synthesis problem can be formally defined in SyGuS-IF, a language that is built on top of SMT-LIB. The Syntax-Guided Synthesis Competition (SyGuS-COMP) is an effort to facilitate, bring together and accelerate research and development of efficient solvers for SyGuS by providing a platform for evaluating different synthesis techniques on a comprehensive set of benchmarks. In this year’s competition we added two specialized tracks: a track for conditional linear arithmetic, where the grammar need not be specified and is implicitly assumed to be that of the LIA logic of SMT-LIB, and a track for invariant synthesis problems, with special constructs conforming to the structure of an invariant synthesis problem.

\textsuperscript{*} This research was supported by NSF Expeditions in Computing award CCF-1138996
The Second Reactive Synthesis Competition
(SYNTCOMP 2015)

Roderick Bloem Swen Jacobs
Graz University of Technology Saarland University
Graz, Austria Saarbrücken, Germany

The reactive synthesis competition (SYNTCOMP) is intended to stimulate and guide advances in the design and application of synthesis procedures for reactive systems in hardware and software. The foundation of stimulating such advancement is a common benchmark format for synthesis problems, and an extensive benchmark library in this format. The first SYNTCOMP was held in 2014.

We report on the design and results of the second SYNTCOMP, held in 2015. We have extended our benchmark library with 6 completely new sets of benchmarks, and additional challenging instances for 4 of the benchmark sets that were already used last year. Overall, we have added more than 2000 problem instances to the existing 569 benchmarks, including many difficult instances. To enhance the analysis of experimental results, we introduce an extension of our benchmark format with meta-information tags that can contain for example a difficulty rating or a reference size for solutions of the benchmark.

Tools are evaluated on a set of 250 benchmarks, selected to provide a good coverage of benchmarks from all classes and difficulties. Like in the previous year, the competition is divided into four different tracks: two tracks for solving the realizability problem and two tracks for synthesis, with one of each in parallel and one in sequential execution mode. In contrast to the previous year, ranking of tools is mainly based on the number of problems that can be solved within the timeout of one hour. Solving time is only used as a tie-breaker, and in the synthesis tracks the size of synthesized artifacts gives raise to an additional quality ranking. Finally, we describe the entrants into SYNTCOMP 2015, as well as the results of our experimental evaluation. In our analysis, we emphasize progress over the tools that participated last year.
Synthesizing a Lego Forklift Controller in GR(1): A Case Study

Shahar Maoz Jan Oliver Ringert
School of Computer Science
Tel Aviv University

Reactive synthesis is an automated procedure to obtain a correct-by-construction reactive system from a given specification. GR(1) is a well-known fragment of linear temporal logic (LTL) where synthesis is possible using a polynomial symbolic algorithm. We conducted a case study to learn about the challenges that software engineers may face when using GR(1) synthesis for the development of a reactive robotic system. In the case study we developed two variants of a forklift controller, deployed on a Lego robot. The case study employs LTL specification patterns as an extension of the GR(1) specification language, an examination of two specification variants for execution scheduling, traceability from the synthesized controller to constraints in the specification, and generated counter strategies to support understanding reasons for unrealizability. We present the specifications we developed, our observations, and challenges faced during the case study.

1 Motivation and Context

Reactive synthesis is an automated procedure to obtain a correct-by-construction reactive system from a given specification, if one exists. The time complexity for synthesis of a reactive system from a linear temporal logic (LTL) formula is double exponential in the length of the formula [18]. However, limited fragments of LTL together with symbolic implementations exhibit more practical time complexities. One such fragment is General Reactivity of rank 1 (GR(1)), where synthesis is possible using a polynomial symbolic algorithm [3, 17].

The availability of efficient synthesis algorithms, as in the case of GR(1), and the guarantee of implementations being correct by construction, motivate applications in software engineering. GR(1) synthesis has been recently used in various application domains, including robotics [11], scenario-based specifications [14], aspect languages [13], and event-based behavior models [4], to name a few.

We conducted a case study to explore the benefits and current challenges of using existing tools and implementations of GR(1) synthesis to develop a reactive system. The research objectives of our case study were to learn about the following questions:

- What are challenges faced when using a GR(1) synthesis tool to synthesize a software controller for a robotic system?
- Is the use of LTL specification patterns helpful to formulate assumptions and guarantees?
- Is it easy to understand reasons for unrealizability?
- Do successfully synthesized controllers work as expected? If not, how can one understand why?

Our goal is to learn what reactive GR(1) synthesis offers and what it lacks to be successfully applied by software engineers in a model-based development process. On a wider scale, we want to understand what is required to make a synthesis specification language and synthesis tools available and accepted by reactive systems software engineers.
It is important to note that our case study concerns the initial development of a specification and synthesized controller. This case study was not about applying new methods and tricks for specification rewriting to make synthesis faster or to optimize the synthesized controller, e.g., as in case studies of the AMBA AHB protocol [2, 7]. When including excerpts of the developed specifications in this paper we decided to not rewrite LTL formulas in a more clever way but to present them as written during specification development.

The context of our case study is the synthesis of software for a robotic system. Synthesis is limited to a single controller that interacts with its environment. The specification is written and analyzed by a software engineer and the synthesized controller is used without modification for automatic, direct code generation and deployment to a robotic system. The tools used in our case study are:

- a symbolic GR(1) synthesis algorithm implementation from [3] using the JTLV framework [19] including the synthesis of counter strategies for unrealizable specifications;
- the AspectLTL [13] input language, with syntax similar to SMV, for specifying environment assumptions and system guarantees, with syntax highlighting and code completion;
- an implementation for traceability between a synthesized controller and its temporal specification based on [16]; and
- a catalog of LTL specification patterns [5] and their GR(1) templates [12].

The GR(1) synthesis problem is to find a controller that realizes a given specification over a set of environment variables and a set of system variables. A GR(1) specification consists of:

- constraints on initial assignments (constraints without temporal operators),
- safety constraints over current and next assignments (constraints of the form $G(exp)$ where the expression $exp$ is limited to past time temporal operators and the next operator), and
- liveness constraints, more specifically justice constraints, that should hold infinitely often (constraints of the form $G F(exp)$ where the expression $exp$ has no temporal operators).

All constraints are either assumptions, i.e., obligations of the environment, or guarantees, i.e., obligations of the system. Intuitively, if all assumptions are satisfied by the environment a synthesized controller satisfies all guarantees. If no such controller exists, the specification is called unrealizable. A detailed introduction to LTL, past time LTL, and GR(1) synthesis is available from [3].

In this case study we use an extension of the GR(1) synthesis problem where assumptions and guarantees may also be specified using LTL specification patterns [5]. The extension is described in [12].

Apart from the above GR(1) synthesis implementations we have used the MontiArcAutomaton language [21] for modeling the components of the robotic system and as a concrete syntax for the synthesized controllers. We have used code generators from this intermediate representation to Java for deployment to the Lego Mindstorms NXT platform.

2 Case Design and Variant

The task of the case study was to develop a specification for a Lego forklift robot shown on the left side of Figure 1. The forklift is an actual Lego robot we have constructed and experimented with in our lab.

---

1LEGO Mindstorms website: http://www.lego.com/en-us/mindstorms
2Robot based on these building instructions: http://www.nxtprograms.com/NXT2/forklift/steps.html
Figure 1: (a) The Lego forklift robot with four sensors and three actuators. (b) The logical software architecture of the robot with wrappers for sensors and actuators and the main component Controller to be synthesized (data types of input and output ports defined in Figure 2). The dashed elements describe a second variant with feedback of the lift motor to acknowledge completion of lifting or dropping the fork.

Figure 2: Data type definitions for ports of component Controller shown in Figure 1

A criterion for success of synthesis was not only to obtain and inspect a synthesized controller but also to deploy it to the real robot and see that its behavior makes sense.

The forklift shown in Figure 1 has a sensor to determine whether it is at a station, two distance sensors to detect obstacles and cargo, and an emergency button to stop it. It has two motors to turn the left and right wheels and one motor to lift the fork. The case definition consists of an initial set of informal requirements for the behavior of the forklift:

1. Do not run into obstacles.
2. Only pick up or drop cargo at stations.
3. Do not attempt to lift cargo if cargo is lifted.
4. Always keep on delivering cargo.
5. Never drop cargo at the station where it was picked up.
6. Stop moving if emergency off switch is pressed.

Formalization and refinement of these requirements into guarantees and the elicitation of suitable assumptions was part of the case study execution.

Together with the above list of informal requirements the logical software architecture of the forklift was defined before case study execution. It is depicted as a component and connector model in Figure 1 (b). The components on the left side are hardware wrappers that read sensor values and publish...
them as messages on their output ports. The output ports of the sensor components are connected to
input ports of component Controller. The output ports of component Controller are connected
to three components on the right that receive commands and encapsulate access to the motors of the forklift. The datatypes of input and output ports as well as their names are written on the ports of component Controller. Datatypes other than boolean are defined as enumerations in Figure 2.

The execution of the robot is performed in a cycle: read sensor data, execute controller, perform actions. When deploying the synthesized controller on the forklift robot the output produced by transitions between states of the controller manipulates the robot’s environment through its actuators. We decided on two scheduling variants to integrate the synthesized controller and the real world.

V1.Delayed In the first variant the execution of transitions of the synthesized controller is delayed to
give the physical robot enough time to execute tasks of the actuators. The delay has to be large enough to, e.g., completely lift or drop the fork, complete a 90 degrees turn, or back up from an obstacle. We set the delay to 2000ms.

V2.Continuous In the second variant the controller is executed continuously without any delay. This variant uses a technique inspired by Raman et al. [20] to synthesize a reactive controller for continuous control. The setting requires the controller to be aware whether actions have completed or not. In our case driving actions get feedback from distance sensors but an additional feedback signal had to be added from the lift motor to acknowledge completion of its actions (shown as a dashed line in Figure 1).

Depending on the scheduler and actuator implementations more variants are possible, e.g., a variant where the scheduler pauses execution of the synthesized controller while an actuator performs a task (e.g., similarly by Kress-Gazit et al. [10]).

3 Resulting Specifications

Development of the specifications started with the first variant V1.Delay in 7 versions with incremental addition of features. When the first variant was almost complete the development of variant V2.Continuous started based on the existing specification. The final specifications for both variants are available from [22].

The first and common part to both specifications is a schematic translation of the input and output ports of component Controller shown in Figure 1 to environment variables (VARENV) and system variables (VAR) declared in Listing 1. The following excerpts of the two specifications refer to variable names and short names defined in the DEFINE block of Listing 1. The only difference between the variable declarations for V1.Delay and V2.Continuous is the environment variable liftAck in line 6 added only in variant V2.Continuous.

The two system variants are however very different. The main difference between both systems is that the first variant of the forklift is scheduled in steps of 2000ms (it waits for 2 seconds after each read input, compute, write output iteration), while the second variant does not use any delay. To illustrate this difference: when executing the controller synthesized from V1.Delay without the delay the forklift runs over cargo it was expected to have lifted up; it may initiate dropping cargo at a station but only completes dropping it after leaving the station; during this process it detects the dropping cargo as an obstacle and tries to drive clear from it.
3.1 Specifications

We give an overview of both specifications developed as part of the case study. We start with **V1.Delay** and later discuss the changes in **V2.Continuous** compared to **V1.Delay**.

**V1.Delay: Assumptions and Guarantees**

The specification document for **V1.Delay** contains 7 assumptions, 12 guarantees, and 1 auxiliary variable.

Of the 7 assumptions, 1 is a safety constraint, and 6 are LTL specification patterns: 5 instances of the response pattern P26 and 1 instance of a bounded existence pattern P15 (patterns numbered as appearing on the website of [5] and in our catalog of GR(1) templates [12]). An example for a typical response pattern is shown in Listing 2, ll. 1-3. The pattern expresses the assumption that if the robot is backing or turning it will reach a state where both distance sensors are clear unless it decides to go forward or stop, i.e., the robot may escape obstacles. A safety assumption about the environment is that the reading of the sensor `station` will not change when the forklift is stopping (see Listing 2, ll. 5-6). Another assumption is formulated using pattern P15 is shown in Listing 2, l. 8-9. It expresses that the robot will encounter at most two low obstacles between stations.

Of the 12 guarantees of **V1.Delay**, 1 constrains the initial state, 8 are a safety constraints, 1 is a justice constraint, and 2 are LTL specification patterns (P09 and P20). One auxiliary variable is defined (we treat the variable definition and assignments as a special case although the assignments are currently implemented as four safety guarantees). Our current implementation distinguishes manually added auxiliary variables from other variables by the prefix `spec` preceding the name of the variable.

The specification uses pattern P09 as a guarantee that the forklift has to leave the station between lifting cargo and delivering it (Listing 3, ll. 1-2). Another guarantee uses pattern P20 to express that after leaving a station cargo cannot be dropped until the forklift reaches a station (Listing 3, ll. 4-5).

---

```plaintext
VARENV
1   cargo : { CLEAR, BLOCKED };
2   sense : { CLEAR, BLOCKED };
3   station : boolean;
4   emgOff : boolean;
5   liftAck : boolean; -- only in V2.Continuous

VAR
6   mLeft : { FWD, STOP, BWD };
7   mRight : { FWD, STOP, BWD };
8   lift : { LIFT, DROP, NIL };

DEFINE -- defines to ease reading specs
9   backing := mLeft = BWD & mRight = BWD;
10  stopping := mLeft = STOP & mRight = STOP;
11  turning := mLeft = BWD & mRight = FWD | mLeft = FWD & mRight = BWD;
12  forwarding := mLeft = FWD & mRight = FWD;
13  dropping := lift = DROP;
14  lifting := lift = LIFT;

Listing 1: Environment variables (VARENV), system variables (VAR), and definitions of short names (DEFINE) of the controller to synthesize as an implementation of component Controller from Figure 1 (b)
```
ASSUMPTION -- backing or turning clears sensors

Globally (backing | turning) leads to
   ((sense=CLEAR & cargo=CLEAR) | forwarding | stopping)); --P26

ASSUMPTION -- station does not change when stopping

G (stopping -> station = next(station));

ASSUMPTION -- at most blocked twice between stations

After (!atStation) have at most two (lowObstacle) until (atStation); --P15


GUARANTEE -- have to leave station to deliver

(!atStation) occurs between (lift=LIFT) and (lift=DROP); --P09

GUARANTEE -- don’t drop cargo after leaving station until arriving

Globally (lift!=DROP) after (!atStation) until (atStation) --P20


VAR -- new auxiliary variable to "remember" when cargo is loaded

spec_loaded : boolean;

GUARANTEE

!spec_loaded; -- initial value false

G (lifting -> next (spec_loaded)); -- set loaded when lifting

G (dropping -> !next (spec_loaded)); -- unset loaded when dropping

G (lift = NIL -> next (spec_loaded) = spec_loaded); -- preserve value

Listing 4: Definition of the auxiliary variable spec_loaded
ASSUMPTION -- find station to drop when forwarding (unless backing or stopping)
Globally (forwarding & spec_loaded) leads to
    ((station & cargo=CLEAR) | backing | stopping));

ASSUMPTION -- find station and cargo when forwarding (unless backing or stopping)
Globally (forwarding & !spec_loaded) leads to
    ((station & cargo=BLOCKED) | backing | stopping));

GUARANTEE -- do not lift again when cargo is loaded
G (spec_loaded -> !lifting);

Listing 5: An assumption and a guarantee of variant V1.Delay using the auxiliary variable spec_loaded introduced in Listing 3

GUARANTEE -- emergency stop
G (emgOff -> (stopping & lift=NIL));

GUARANTEE -- main goal to always eventually deliver cargo
G F ((lift = DROP) | emgOff | lowObstacle);

Listing 6: More guarantees of variant V1.Delay: the emergency stop feature and the main justice constraint of the forklift

In Listing 4 a new auxiliary variable spec_loaded is introduced for the purpose of simplifying the specification. This variable is used by the specifier to keep track on whether the forklift has loaded cargo or not. The value of the variable is determined by safety constraints. The variable is used in the specification in both assumptions and guarantees as shown in Listing 5. The assumption in lines 1-3 expresses that if the forklift goes forward and has cargo loaded it will eventually find a station where it can deliver cargo unless it stops or goes backward.

Two additional guarantees in Listing 6 describe the emergency stop feature of the forklift and the main justice constraint to always eventually deliver cargo. The main justice constraint of the forklift is shown in Listing 6, ll. 4-5. It does not only contain the expected lift = DROP, i.e., delivering cargo, but also the alternatives emgOff and lowObstacle. These alternatives represent environment actions that if occurring infinitely often liberate the forklift from its obligation.

V2.Continuous: Assumptions and Guarantees

We now describe the differences between the specification of the first variant V1.Delay and the second variant V2.Continuous of the forklift specifications. The second variant applies a method inspired by Raman et al. [20] for continuous control. The main idea is to add a new variable for every action which signals completion of the action. In our case study this method is only necessary for the completion of lifting and dropping cargo. The environment variable liftAck is added (see Listing 1) to signal completion of the actions of component LiftMotor (see Figure 1).

The specification document for variant V2.Continuous contains 9 assumptions, 14 guarantees, and 2 auxiliary variable definitions. None of the assumptions or guarantees of V1.Delay were removed, three assumptions were added, and two guarantees were added.

Of the 2 added assumptions, 1 is a safety constraint, and 1 is an instance of pattern P26. The auxiliary variable spec_waitingForLifting is declared and completely defined in Listing 7, ll. 9-15 in the same way as spec_loaded. The variable is true iff a lifting command was issued and completion has not been acknowledged yet. The assumption in Listing 8, ll. 1-2 expresses that an acknowledgment
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Listing 7: Auxiliary variable definitions in V2.Continuous: the assignments of spec\_loaded were modified and variable spec\_waitingForLifting was added

```
VAR
  spec\_loaded : boolean;
GUARANTEE -- updated assignments of var spec\_loaded
  !spec\_loaded;
  G (liftAck & !spec\_loaded -> next(spec\_loaded));
  G (liftAck & spec\_loaded -> next(!spec\_loaded));
  G (!liftAck -> spec\_loaded = next(spec\_loaded));

VAR -- variable to keep track of waiting for lifting
  spec\_waitingForLifting : boolean;
GUARANTEE
  !spec\_waitingForLifting;
  G ((lift=LIFT | lift=DROP) -> next(spec\_waitingForLifting));
  G (liftAck -> ((lift=LIFT | lift=DROP) | next(!spec\_waitingForLifting)));
  G (!((lift=LIFT | lift=DROP) | liftAck) -> spec\_waitingForLifting = next(spec\_waitingForLifting));
```

Listing 8: New assumptions added in variant V2.Continuous about acknowledgments of executing the LIFT and DROP commands

```
ASSUMPTION -- always eventually complete lifting
  Globally (spec\_waitingForLifting) leads to (liftAck);
ASSUMPTION -- only acknowledge if waiting for it
  G (next(liftAck) -> (spec\_waitingForLifting & !liftAck));
```

Listing 9: Added guarantees of variant V2.Continuous

```
GUARANTEE -- while lift performs action stop
  G (spec\_waitingForLifting -> stopping);
GUARANTEE -- do not send another request when waiting for completion
  G (spec\_waitingForLifting -> lift=NIL);
```

3.2 Synthesis Times and Controller Sizes

For both variants a controller that implements the specification can be synthesized in a few seconds using the Java-based BDD engine that comes with JTLV [19]. The sizes of both specification variants are summarized in the upper half of Table 1. We report the assumption and guarantee constraints, the total number of variables including auxiliary variables (the state space referred to as \( N \) in the time complexity \( O(nmN^2) \) of GR(1) synthesis is 2 to the power of the number of Boolean variables required to repre-
<table>
<thead>
<tr>
<th></th>
<th>V1.Delay</th>
<th>V2.Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assumptions (patterns)</td>
<td>1 safety,</td>
<td>2 safety,</td>
</tr>
<tr>
<td></td>
<td>5 times P26, P15</td>
<td>6 times P26, P15</td>
</tr>
<tr>
<td>Guarantees (patterns)</td>
<td>1 initial, 8 safety,</td>
<td>1 initial, 8 safety,</td>
</tr>
<tr>
<td></td>
<td>1 justice, P09, P20</td>
<td>1 justice, P09, P20</td>
</tr>
<tr>
<td>Boolean Variables (auxiliary)</td>
<td>4 environment, 6 system, 1 manual, 12 pattern</td>
<td>5 environment, 6 system, 2 manual, 13 pattern</td>
</tr>
<tr>
<td>Checking Realizability</td>
<td>0.2 sec</td>
<td>0.7 sec</td>
</tr>
<tr>
<td>Controller Construction</td>
<td>1.8 sec</td>
<td>1.3 sec</td>
</tr>
<tr>
<td>States of Controller</td>
<td>3412</td>
<td>2888</td>
</tr>
</tbody>
</table>

Table 1: For both variants we report the size of the specification, times for checking realizability and controller construction in seconds, and the size of a synthesized controller.

sent environment, system, and auxiliary variables). Environment and system variables amount to $2^{10}$ in V1.Delay and to $2^{11}$ in V2.Continuous. For the specifications of variant V1.Delay and V2.Continuous developed in this case study 13 and 15 auxiliary variables were automatically (and implicitly) added to support specification patterns or explicitly added as auxiliary variables in the specification. The GR(1) synthesis problem after the translation of patterns to GR(1), via the templates described in [12], had 6 environment and 3 system justice goals in variant V1.Delay and 7 environment and 3 system justice goals in variant V2.Continuous.

In the lower half of Table 1 we report the time it took the synthesis algorithm to decide realizability and the additional time consumed by the controller construction phase, in seconds. Times are shown as reported by JTLV running on an ordinary laptop with Java 7, Windows 7 64bit, 8GB RAM, and an Intel i7 CPU with 3.0 GHz. Synthesis times for all intermediate versions during specification development confirmed that synthesis is conveniently fast.

### 3.3 Running Synthesized Controllers on the Forklift

We used code generators implemented in our group for the NXJ LeJOS platform\(^3\) to generate code and directly deploy the software components shown in Figure 1 (b) to the LEGO NXT forklift shown in Figure 1 (a). The components StationSensor (light value measured on the ground), Distance-Sensor (ultrasonic distance sensor), and Button (touch sensor) have generic implementations in Java that wrap the LeJOS sensor API. The components Motor and LiftMotor have generic implementations that wrap the LeJOS motor API.

To execute the synthesized controller of variant V1.Delay on the forklift we had to adapt a set of platform specific parameters: number of degrees motors mLeft and mRight rotate backward and forward, number of degrees the lifting motor rotates, distance to obstacles detected by distSense, and distance to cargo detected by cargoSense. In the second variant V2.Continuous the motors mLeft and mRight do not rotate a fixed amount of degrees but move continuously.

The components on the robot are executed in execution cycles. Every execution cycle starts with reading all sensor values, executes the controller, and ends with executing all actuators. In variant V1.Delay we added a fixed delay of 2000ms after the execution of the actuators to allow the forklift finishing all actions. In variant V2.Continuous a delay was not added and the execution time of one

---

cycle on the robot was around 50ms.

We observed that variant \textbf{V1.Delay} provided more reliable sensor readings than \textbf{V2.Continuous} because it measured values after completing its actions in a resting position. For variant \textbf{V2.Continuous} erroneous sensor readings had serious effects. As one example, when the station sensor falsely detected a station the forklift stopped to drop cargo. A second reading when stopped did not report the station and thus caused a violation of an environment assumption (Listing 2, ll. 5-6), and so the forklift went into an infinite loop of stopping. As another example, unstable readings of the ultrasonic sensor led to detecting and not detecting obstacles at the sensor’s threshold level. This happened when the forklift was not at a station and led to a violation of the assumption that at most two obstacles occur (Listing 2, ll. 8-9). In this case the forklift kept going forward in an infinite loop not stopping at obstacles anymore.

Some works have addressed the challenge of synthesizing controllers which are more robust to assumption violations, e.g., Ehlers and Topcu [6] suggested an approach where the synthesized controller allows violations of safety assumptions up to some constant number of times.

4 Observations and Challenges

We now report some of our observations and challenges faced during specification development.

\underline{O1: Differences between V1.Delay and V2.Continuous}

The way that the synthesized controllers of variants \textbf{V1.Delay} and \textbf{V2.Continuous} are executed and interact with their environment is fundamentally different. Thus, we found it surprising that their GR(1) specifications are still very similar. Only three assumptions and two guarantees were added. One reason for the similarity is that \textbf{V2.Continuous} is based on \textbf{V1.Delay}. It is still interesting that most existing assumptions and guarantees also remain valid for the second variant, although it is based on a continuous execution scheduling, without delays. The main reason we did not have to adapt many assumptions seems to be the use of the response patterns already in \textbf{V1.Delay} (five instances) instead of explicitly referring to immediate successor states.

\underline{O2: Manually adding auxiliary variables helpful}

During the development of the two specifications we found it very helpful to add auxiliary variables, as they assisted us in making relevant states explicit. As an example, the auxiliary variable \texttt{spec\_loaded} (Listing 4) is defined to be \texttt{true} iff the forklift has loaded cargo. This information is derived and not provided as a sensor input. The variable \texttt{spec\_loaded} appears in two assumptions and two guarantees. The past LTL formula

\[
\text{PREV} \ (\text{lift!=DROP} \ \text{SINCE} \ \text{lift=\text{LIFT}})
\]

could replace the auxiliary variable but we believe that it helps readability of the formulas to make the property explicit with a new name.

Technically, adding an auxiliary variable to the specification requires that its value is determined by complete and deterministic safety constraints. This mechanism is discussed by Bloem et al. [3] for supporting past LTL in GR(1) synthesis.
O3: Support for patterns helpful

LTL specification patterns [5] allow one to express high-level temporal patterns in a convenient way that are otherwise complicated and error-prone to express in LTL. In the limited fragment of GR(1) correctly expressing these behaviors becomes even more complicated due to the limitation of available operators and no nesting. We provide GR(1) templates for 52 of the 55 LTL specification patterns [12].

During the case study we found that using patterns is very helpful for expressing more complicated temporal properties. Moreover, using patterns gave us better confidence that the specification matches our intention.

A specifically useful pattern in assumptions was the response pattern P26. Instances of this pattern appeared as 5 out of 7 assumptions in V1.Delay (6 out of 9 in V2.Continuous). This pattern seems to be well suited for describing robotic systems where one should assume that some actions of actuators eventually have an impact on sensor values.

It is important to note that the addition of patterns comes at a price. Most patterns cannot be expressed without the addition of auxiliary variables. In both variants of our case study more than half of the Boolean variables encoding the statespace were auxiliary variables, implicitly added in the translation of the patterns to the GR(1) form based on our templates. The resulting synthesis problems of the case study are however still solved in a few seconds.

C1: Environment vs. real environment

During the case study it turned out that it is difficult to use assumptions to describe realistic environments. A very simple example that appeared early during development of V1.Delay is the assumption that turning of the robot will make the distance sensor signal clear:

\[ G (\text{turning} \rightarrow \text{next (sense=CLEAR)}) ]; \]

Our inspection of the synthesized controller concluded positively. When deploying the controller to the forklift it turned and stopped in a corner of the room. The assumption was too strong for the forklift’s real environment. In a corner, turning 90 degrees leaves the robot facing another wall. The response pattern Globally (turning) leads to (sense=CLEAR) would solve this particular problem but the expressed assumption is still too strong and we observed another undesired behavior: after being blocked the forklift turned once but then stopped and waited for the obstacle to disappear. A corrected version (also handling driving backwards) is shown in Listing 2, ll. 1-3.

A different challenge appeared when adding a guarantee that the robot should pick up cargo and not drop it between stations:

\[ \text{Globally (lift!=DROP SINCE lift=LIFT)} \]
\[ \quad \text{after (!atStation) until (atStation)}; \]

The addition of this guarantee made the specification unrealizable. The past time formula lift!=DROP SINCE lift=LIFT embedded in the specification pattern requires that the forklift leaves a station only when cargo has been picked up. We decided that it might be reasonable to assume that at every station the forklift may pick up cargo. It turned out too complicated for us to formulate this assumption in GR(1). A possible assumption might require encoding the area of each station and valid navigation of the forklift to allow it to explore the station for cargo. Finally, we weakened the above guarantee to the one in Listing 3, ll. 4-5. The modified version allows the forklift to leave stations without cargo.
To summarize, in the case study we faced both the challenge of formulating assumptions that are too strong for the real environment of the forklift and the challenge of not being able to formulate reasonable assumptions due to difficulties in expressing them. Both cases are not easy to address. Specifically the first can lead to successful synthesis of a controller that fails in a real environment.

**C2: Undesired realizable case: system forces environment to violate assumptions**

When the system can force the environment to violate its assumptions the controller often does not act as the engineer would have expected it to act. Consider the following two assumptions from an early version of V1.Delay. The first assumption is that if the forklift does not move the station sensor value will not change. The second assumption is that the forklift will eventually leave a station if it moves forward.

\[
G \text{ (stopping } \rightarrow \text{ station } = \text{ next(station))};
\]

\[
\text{Globally (forwarding) leads to !station};
\]

We synthesized a controller and in some cases the forklift running the controller stopped and did not continue to move. To understand this behavior in the example above we enabled our synthesis tool to annotate every transition with one of three reasons for it to be included in the controller. The possible reasons are [3]: satisfying a justice constraint, working towards satisfying a justice constraint, or preventing a justice constraint of the environment. The annotation of each transition of the controller includes the justice constraint from the specification (see [16] for more details about traceability). Using this traceability information, which links transitions in the controller to elements of the specification, we learned the reasons for the synthesized strategy of the controller. We found out that in the example above, the forklift goes forward on a station. If it is still on the station in the next step it stops forever and thus prevents the environment from satisfying the justice constraint of the response pattern.

In this simple example with a controller of 80 states we were able to find an explanation we could trace to the specification and modify the response pattern as shown in Listing 5, ll. 5-7. It would have been helpful to automatically find cases where the system forces the environment to violate assumptions for an engineer to decide whether this behavior is desired or not. Towards the end of our specification development process synthesized controllers simply became too large for manual inspection.

Klein and Pnueli [8] defined environments where the system cannot force a violation as well-separated. They suggest a modified GR(1) game to check whether an environment is well-separated. This may be a direction towards addressing this challenge.

**C3: Unrealizable case**

In many cases adding a new feature expressed as a set of assumptions and guarantees led to an unrealizable specification. In some cases we were able to find mistakes quickly in the added assumptions and guarantees. Many times we initially forgot to add alternatives in safety constraints leading to their unsatisfiability by the system. In more complicated cases we asked our tool to synthesize a counter strategy that represents an environment forcing all system strategies to lose. We (interactively, as described in [16, 15]) executed moves of our intended system and learned where our strategy loses against the environment. This often led to better understanding of the reasons for unrealizability.

In some cases it was however very difficult to understand the reason for unrealizability, trace it back to the specification, and fix it. As an example, consider the introduction of the new environment variable
liftAck and the auxiliary variable spec_waitingForLifting (see Listing 7). We added the assumption that lifting can only be acknowledged if the controller is expecting it:

\[ G (\text{next}(\text{liftAck}) \rightarrow \text{spec.waitingForLifting}); \]

The specification of variant V2.Continuous with the above assumption is unrealizable. A synthesized counter strategy has 3735 states. The Java code generated by our synthesis tool for interactive exploration of the counter strategy failed to compile due to its size. Printing the counter strategy including information on successors disabled by safety properties ran out of memory. It was not easily possible to reduce the synthesis problem by removing irrelevant parts from the specification. Lifting of cargo is related to movement of the motors and the cargo sensor. The movement of motors is related to the distance sensor.

We manually executed the counter strategy by inspecting the generated text output. Many steps were repetitive (long chains of apparently similar states) as we were working towards forcing the environment to present a station with cargo, and after lifting forcing it to acknowledge lifting. Right after acknowledging lifting the environment acknowledged lifting again. The double acknowledgment set and immediately afterwards disabled the variable spec_loaded (see Listing 7, ll. 5-6). The double acknowledgment was possible because liftAck disables spec_waitingForLifting only in the next step (see Listing 7, ll. 14). We adapted the above assumption as shown in Listing 8, l. 5.

While counter strategies help understanding reasons of unrealizability their handling by our tools turned out to be insufficient for larger specifications. In the future we plan to examine how recent work by others, e.g., [1, 9], may help in addressing the unrealizability challenge.

5 Conclusion

We have presented a case study of the development of a software controller for a forklift robot using GR(1) synthesis tools. Rather than examining how to write most elegant and efficient specifications we focused on challenges for software engineers in the process of specification development. We showed the specifications of two variants of the controller. On the one hand, our observations are that extensions of the specification language with auxiliary variables and higher-level specification patterns support writing specifications with better confidence. On the other hand, with growing specification size, understanding reasons for synthesized behavior and for unrealizability turned out to be major challenges.

This case study is part of our larger project on bridging the gap between the theory and algorithms of reactive synthesis on the one hand and software engineering practice on the other. In many aspects it demonstrates the different challenges awaiting us.
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This paper proposes a language for describing reactive synthesis problems that integrates imperative and declarative elements. The semantics is defined in terms of two-player turn-based infinite games with full information. Currently, synthesis tools accept linear temporal logic (LTL) as input, but this description is less structured and does not facilitate the expression of sequential constraints. This motivates the use of a structured programming language to specify synthesis problems. Transition systems and guarded commands serve as imperative constructs, expressed in a syntax based on that of the modeling language Promela. The syntax allows defining which player controls data and control flow, and separating a program into assumptions and guarantees. These notions are necessary for input to game solvers. The integration of imperative and declarative paradigms allows using the paradigm that is most appropriate for expressing each requirement. The declarative part is expressed in the LTL fragment of generalized reactivity(1), which admits efficient synthesis algorithms, extended with past LTL. The implementation translates Promela to input for the SLUGS synthesizer and is written in PYTHON. The AMBA AHB bus case study is revisited and synthesized efficiently, identifying the need to reorder binary decision diagrams during strategy construction, in order to prevent the exponential blowup observed in previous work.

1 Introduction

Over the past three decades, system formal verification has aided design and become practical for industrial application. In the past decade, synthesis of systems from specifications has seen significant development [60, 100], partially owing to the discovery of temporal logic fragments that admit efficient synthesis algorithms [83, 20, 30, 8]. Applications range from protocol synthesis for hardware circuits [20], to correct-by-construction controllers for hybrid systems [57, 56, 101].

Many languages and tools have been developed for modeling and model checking systems. Unlike verification using model checking, the tools for synthesis have been developed much more recently. One reason is that centralized synthesis from linear temporal logic (LTL) [85] has doubly exponential complexity in the length of the specification formula [89], a result that did not encourage further development initially.

Currently, LTL is the language used for describing specifications as input to synthesis tools. There are many benefits in using a logic for synthesis tasks, its declarative nature being a major one, because it allows expressing individual requirements separately, and in a precise way. It also makes explicit the implicit conventions present in programming languages [61]. Another aspect of synthesis problems that makes declarative descriptions appropriate is that we want to describe as large a set of possible designs as possible, in order to avoid overconstraining the search space.

However, not all specifications are best described declaratively. There exist synthesis problems whose description involves graph-like structures that are cumbersome for humans to write.
in logic. Robotics problems typically involve graph constraints that originate from possible physical configurations. For example, considering a wheeled robot, its physical motion is modeled by possible transitions that avoid collisions with other objects, whereas an objective to patrol between two locations can more appropriately be described with a temporal logic formula. Properties that specify sequential behavior also lead to graph-like structures, and require use of auxiliary variables that serve as memory. Expressing sequential composition in logic leads to long, unstructured formulas that deemphasize the specifier’s intent. The resulting specifications are difficult to maintain, and writing them is error-prone. In addition, the specifier may need to explicitly write clauses that constrain variables to remain unchanged, in order to maintain imperative state. This leads to longer formulas in which the intent behind individual clauses is

Another motivation relates to the temporal logic hierarchy [71, 92]. Synthesis from LTL has time complexity polynomial in the state space size, and doubly exponential in the size of the formula. In contrast, algorithms with linear time complexity in the size of the formula are known for the fragment of generalized reactivity of rank one, known as GR(1).

In the automata hierarchy, the GR(1) fragment corresponds to an implication of deterministic Büchi automata (BAs) [83, 92, 78, 93]. The consequent requires some system behavior, provided that the environment satisfies the antecedent of the implication, as described in Section 2.3. Deterministic automata can describe recurrence properties (□□), but not persistence (◇□). Intuitively, the behavior of variables uniquely determines the associated behavior of a deterministic BA. This drops the complexity of synthesis, because the algorithm does not have to keep track of branching in the automata that is not recorded in the problem’s variable.

A large subset of properties that are of practical interest in industrial applications [28, 69, 20] can be expressed in GR(1). There do exist properties that cannot be represented by deterministic Büchi automata, e.g., persistence ◇□p. Of these properties, those with Rabin rank equal to one are still amenable to polynomial time algorithms (by solving parity games) [30]. Higher Rabin ranks are not expected to admit polynomial time solution, unless P = NP [30]. This motivates formulating the required properties in GR(1), which corresponds to Streett properties with rank one. A game with Streett objective of rank one can be solved with the same time complexity as a Rabin objective of rank one. Therefore, properties in the lower Rabin ranks are known to be at least as hard to synthesize, as GR(1). This motivates formulating the required properties in GR(1), which trades off expressive power for computational efficiency.

Translating properties to deterministic automata can be done automatically, but may lead to more expensive synthesis problems than manually written properties, as reported in [78]. So the ability to write deterministic automata directly in a structured and readable language avoids the need for automated translation, and allows fine tuning them, based on the specifier’s understanding of the problem. The trade-off is that the translation has to be performed by a human.

Another reason why specifications are not always purely declarative is that in many cases we want to synthesize a system using existing components. In other words, we already have a partial model, which describes the possible behavior of components that already exist, e.g., because we purchased them off the self, to interface them with the part of the system that we are synthesizing. We declare to our synthesis tool what properties the controller under design should satisfy with respect to this model. This restricts what the system should achieve using these components, but not how exactly that will be achieved. So the partial model is best described imperatively, whereas the goal declaratively, using temporal logic.
Educationally, the transition for students from a general purpose programming language like Python or C, directly to temporal logic constitutes a significant leap. Using a multiparadigm language can make this transition smoother.

This work proposes a language that can describe synthesis problems for open systems that react to an adversarial environment. The syntax is derived from that of Promela, whereas the semantics interprets it as a two-player turn-based game of infinite duration. Both synchronous and asynchronously scheduled centralized systems with full information can be synthesized. In Section 2, we review temporal logic and relevant notions about two-player games. The presence of two players requires declaring who controls each variable (Section 3.1), as well as the data flow, and control flow in transition systems (Section 3.2). In addition, the specification needs to be partitioned into assumptions about the environment, and guarantees that the system must satisfy (Section 2, Section 3.2). The integration of declarative and imperative semantics is obtained by defining imperative variables (Section 3.1), deconstructing, and executability of actions (Section 3.3). In order to be synthesized, the program is translated to temporal logic, as described in Section 4. In Section 6, we discuss the implementation and the significant improvements in the AMBA case study [20] that were possible by merging fairness requirements into a single Büchi automaton. Relevant work is collected in Section 7, and conclusions in Section 8.

2 Preliminaries

2.1 Linear Temporal Logic

Linear temporal logic with past is an extension of Boolean logic used to reason about temporal modalities over sequences. The temporal operators “next” $\circ$, “previous” $\otimes$, “until” $\mathcal{U}$, and “since” $\mathcal{L}$ suffice to define the other operators [85, 10]. Let $AP$ be a set of variable symbols $p$ that can take values over $\mathbb{B} \triangleq \{\bot, \top\}$. A model of an LTL formula is a sequence of variable valuations called a word $w : N \to \mathbb{B}^AP$. A well-formed formula is inductively defined by $\varphi ::= p | \neg \varphi | p \land \varphi | p \lor \varphi | \circ \varphi | \mathcal{U} \varphi | \otimes \varphi | \mathcal{L} \varphi$. A formula $\varphi$ is evaluated over a word $w$ at a time $i \geq 0$, and $w,i \models \varphi$ denotes that $\varphi$ holds at position $i$ of word $w$. Formula $\circ\varphi$ holds at position $i$ if $\varphi$ holds at position $i+1$, $\varphi \mathcal{U} \psi$ holds at $i$ if there exists a time $j \geq i$ such that $w,j \models \psi$ and for all $i \leq k < j$, it is $w,k \models \varphi$. The operator $\diamond p \triangleq \text{true} \mathcal{U} p$ requires that $p$ be “eventually” true, and the operator $\square p \triangleq \neg \diamond \neg p$ requires that $p$ be true over the whole word. The past fragment of LTL extends it with the “previous” and “since” operators, $\otimes, \mathcal{L}$ respectively [66, 70, 54]. Formula $\otimes \varphi$ holds at $i$ iff $i > 0$ and $w,i-1 \models \varphi$, and formula $\varphi \mathcal{L} \psi$ holds at $i$ if there exists a time $j$ with $0 \leq j \leq i$ such that $w,j \models \psi$, and for all $k$ such that $j < k \leq i$ it is $w,k \models \varphi$. The weak previous operator $\otimes$ is defined as $\otimes \varphi \triangleq \neg \otimes \neg \varphi$, “once” $\otimes$ as $\diamond \varphi \triangleq \top \mathcal{L} \varphi$, and “historically” $\square$ as $\square \varphi \triangleq \neg \otimes \neg \varphi$.

2.2 Turn-based games

In many applications, we are interested in designing a system that does not have full control over the behavior of all variables that are used to model the situation. Some problem variables represent the behavior of other entities, usually collectively referred to as the “environment”. The system reads these input variables and reacts by writing to output variables that it controls,
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continuing indefinitely. Such a system is called open [6, 84], to distinguish it from closed systems
that have no inputs, and so full control.

The synthesis of an open system can be formulated as a two-player adversarial game of
infinite duration. The two players in the game are usually called the protagonist (system) and
antagonist (environment). We control the protagonist, but not the antagonist. If the players
move in turns, then the game is called alternating. Each pair of consecutive moves by the two
players is called a turn of the game. In each turn, player 0 moves first, without knowing how
player 1 will choose to move in that turn of the game. Then player 1 moves, knowing how player
0 moved in that turn. Depending on which player we control, there are two types of game. If
the protagonist is player 1, then the game is called Mealy, otherwise Moore [75, 76]. Due to the
difference in knowledge about the opponent’s next move between the two flavors of game, more
specifications are realizable in a Mealy game, than in a Moore game. There exist solvers for
both Moore and Mealy games. Here we will consider Mealy games only.

2.3 Games in logic

Temporal logic can be used to describe both the possible moves in a game (the arena or game
graph), as well as the winning condition. Let $\mathcal{X}$ and $\mathcal{V}$ be two sets of propositional variables,
controlled by the environment and system, respectively. Let $\mathcal{X}'$ and $\mathcal{V}'$ denote primed variables,
where $x'$ represents the next value $\bigcirc x$ of variable $x$. We abuse notation by using primed variables
inside temporal formulae.

Synthesis from LTL specifications is in $2\text{ExpTime}$ [87, 89], motivating the search for frag-
ments that admit more efficient synthesis algorithms. Generalized reactivity of index one, ab-
 breviated as GR(1), is a fragment of $\text{LTL}$ that admits synthesis algorithms of time complexity
polynomial in the size of the state space [20]. GR(1) [50, 88, 16, 67, 32] is used in the following,
but the results can be adapted to larger fragments of $\text{LTL}$, provided that another synthesizer
be used [49, 31, 29, 21, 33].

The possible moves in a Mealy game can be specified by initial and transition conditions
that constrain the environment and system. Initial conditions are described by propositional
formulae over $\mathcal{X} \cup \mathcal{V}$. Transition conditions are described by safety formulae of the form $\Box \phi$
where, for the environment $i = e$ and $\phi$ is a formula over $\mathcal{X} \cup \mathcal{X}' \cup \mathcal{V}$, and for the system
$i = s$ and $\phi$ is a formula over $\mathcal{X} \cup \mathcal{X}' \cup \mathcal{V} \cup \mathcal{V}'$. Note that the system plays second in each
turn, so it can see $\mathcal{X}'$, whereas the environment cannot see $\mathcal{V}'$, because it represents future
values. The winning condition in a GR(1) game is described using progress formulae of the form
$\Box \Diamond \psi_{i}, i \in \{e,s\}$, where $\phi_i$ is a propositional formulae over $\mathcal{X} \cup \mathcal{V}$.

The overall specification of a GR(1) game is of the form

$$
\left( \bigwedge_{i=0}^{m_0} \theta_{x,i} \land \bigwedge_{i=0}^{m_1} \Box \phi_{x,i} \land \bigwedge_{i=0}^{m_2} \Box \Diamond \psi_{x,i} \right) 
\rightarrow 
\left( \bigwedge_{i=0}^{m_0} \theta_{x,i} \land \bigwedge_{i=0}^{m_1} \Box \phi_{x,i} \land \bigwedge_{i=0}^{m_2} \Box \Diamond \psi_{x,i} \right)
$$

Note that requirements that constraint the environment are called assumptions and guarantees
that the system must satisfy are called assertions. Assumptions limit the set of admissible envi-
ronments, because, in practice, it is impossible to satisfy the design requirements in arbitrarily
adversarial environments [6]. The implication above is interpreted by prioritizing between safety
and liveness, to prevent the system from violating its safety assertion in case this would allow it
to prevent the environment from satisfying its liveness assumption. The synthesis algorithm for 
GR(1) has time complexity $O\left(nm|\Sigma|^2\right)$ [20], where $n$ is the length of the assumption formula, $m$ the length of the assertion formula, and $\Sigma$ is the set of all possible variable valuations.

3 Language definition

The language we are about to define is syntactically an extension of PROMELA [47], but its semantics is defined by a translation to turn-based infinite games with full information. PROMELA is a guarded command language that can represent transition systems, non-deterministic execution, and guard conditions for determining whether statements are executable [47, 27]. Its syntax can be found in the language reference manual [47, 46]. Here we will introduce syntactic elements only as needed for the presentation. Briefly, we mention that a program comprises of transition systems and automata, whose control flow can be described with sequential composition, selection and iteration statements, goto, as well as blocks that group statements for atomic execution.

3.1 Variables

Ownership In a game, variables from $X$ are controlled by the environment and variables from $Y$ by the system. We call owner of a variable the player that controls it. We use the keywords env and sys to signify the owner of a variable. Variables can be of Boolean, bit, byte, (bounded) integer, or bitfield type.

Declarative and imperative semantics In imperative languages, variables remain unchanged, unless explicitly assigned new values. In declarative languages, variables are free to change, unless explicitly constrained [97]. In verification, both declarative languages like TLA [62] and SMV [24] have been used, as well as imperative languages like PROMELA and Dve [12].

In a synthesis problem, there are variables that are more succinct to describe declaratively, whereas others imperatively. For this reason, we combine the two paradigms, by introducing a new keyword free to distinguish between imperative and declarative variables. Variables whose declaration includes the keyword free are by default allowed to be assigned any value in their domain, unless explicitly constrained otherwise. Variables without the keyword free have imperative semantics, so their value remains unchanged, unless otherwise explicitly stated. Let $V_{\text{free}}$ denote free variables, and $V_{\text{imp}}$ imperative variables, and $V_p$ the variables of player $p \in \{e, s\}$.

Ranged integer data type Symbolic methods for synthesis use reduced ordered binary decision diagrams (BDDs) [23, 10], which represent sets of states, and relations over states. As operations are performed between BDDs, these can grow quickly, consuming more memory. The growth can be ameliorated by reordering the variables over which a BDD is defined. Reordering variables can be prohibitively expensive, as discussed in Section 6, so reducing the number of bits is a primary objective. In addition, the complexity of GR(1) synthesis is polynomial in the number $|\Sigma|$ of variable valuations, which grows exponentially with each additional bit. We can reduce the number of bits by using bitfields whose width is tailored to the problem at hand. For convenience, the ranged integer type int(MIN, MAX) is introduced to define a
variable $x \in \{\text{MIN}, \text{MIN} + 1, \ldots, \text{MAX}\}$, with saturating semantics [42]. An integer with saturating semantics cannot be incremented when its value reached the maximal in its range, i.e., MAX.

A ranged integer is represented by a bitfield. The bitfield comprises of bits, so it can only range between powers of two. The ranged integer though may have an arbitrary range. For this reason, safety constraints are automatically imposed on the bitfield representing the ranged integer. In other words, if $x$ is the integer value of the bitfield, and it represents an integer that can take values from MIN to MAX, then the constraint $\exists (\text{MIN} \leq x \leq \text{MAX})$ is added to the safety formula of the player that owns the ranged integer.

Other numerical data types have mod wrap semantics. The value of an integer with mod wrap semantics overflows to MIN (underflows to MAX) if incremented when equal to the maximal value MAX (minimal value MIN). Mod wrap semantics are available only for integers that range over all values of a (signed) bitfield, because the modulo operation would otherwise be needed. Any BDD describing a modulo operation is at best of exponential size [23].

3.2 Programs representing games

In many synthesis problems, the specification includes graph-like constraints. These may originate from physical configurations in robotics problems, deterministic automata to express a formula in GR(1), or describe abstractions of existing components that are to be controlled. These constraints can be described by processes. A process describes both control and data flow. In order to discuss control and data flow, we will refer to program graphs. A program graph is an intermediate representation of a process after parsing and control flow analysis. For our purposes, a program graph is a rooted directed multi-graph $P_r \triangleq (V_r, E_r)$ whose edges $E_r$ are labeled with program statements, and nodes $V_r$ abstract states of the system [53, 10]. Execution starts from the graph’s root. A multi-digraph is needed, because, between two given nodes, there may exist edges labeled with different program statements.

Control flow is the traversal of edges in a program graph (i.e., execution of statements), whereas data flow is the behavior of program variables along this traversal. A program counter $pc_r$ is a variable used to store the current node in $V_r$. A natural question to ask is who controls the program counter. Another question is whose data flow is constrained by the program graph $P_r$. In the next section, we define syntax that allows declaring the player that controls the program counter, and the player that is constrained to manipulate the variables it owns, according to...
the statements selected by the program counter. This allows defining both processes where
control and data flow are controlled and constrain the same player, but also processes with
mixed control. If one player controls the program counter, and the opponent reacts by choosing
a compliant data flow, then the process itself describes a game.

As an example, suppose that the environment controls the program counter, and the system the data flow. At each
node of the program graph, the environment can pick any successor node, and the system must react by selecting a
data flow compatible with the program statement that labels the edge that the environment picked. So paths in this
program graph are universally quantified, whereas data flow is existentially quantified. The notion of path quantification
 corresponds to universal and existential nodes in alternating tree automata [25, 79, 98, 99, 59], although the program
graphs presented here differ in how edges are labeled. If paths are universally quantified, then control flow nondeter-
minism is known as demonic, p.85 [45], [95], otherwise as angelic [73, 37, 22] If we unrolled the game described
by a process, then we would get a game graph, with nodes that correspond to valuations of the variables and the pro-
gram counter. When the control flow player takes a turn, it picks the next statement to be executed, i.e., an edge in
the program graph of a process. This edges corresponds to an edge in the game graph. If the control flow player is the
system, then the choice of edge in the game graph is existentially quantified, otherwise it is universally quantified.
In this way, the path that is constructed through the game graph has alternating quantification. The dataflow player
must respond, by choosing the values of variables accordingly. This choice corresponds to selecting an edge from the
next node in the game graph, as shown in Fig. 1.

### 3.2.1 Syntax

Program graphs are declared with the proctype keyword of Promela followed by statements enclosed in braces. The
keyword assume (assert) declares a process that constrains the environment’s (system’s) data flow. These keywords
are common in theorem proving and program verification languages [64]. The keyword env (sys) declares that the
environment (system) controls the program counter pc of a process, Fig. 1. The implementation of assume sys is the
most interesting, and is described in Section 4. We will call program graphs processes, noting that these processes have full information about each other, so they correspond to centralized synthesis, not distributed. The program counter owner is the player that controls variable pc.
The process player is the player constrained by the program graph.

```c
#define H 3
free env int(1, 2) xt;
env int(0, H) yt;
assume env proctype taz(){
do :: yt = yt - 1
     :: yt = yt + 1
     :: skip
od)
assume ltl { [<> (yt == 0) ]
sys int(0, 3) x;
sys int(0, H) y;
assert sys proctype bunny(){
do :: x = x - 1
     :: x = x + 1
     :: y = y - 1
     :: y = y + 1
     :: skip
od)
assert ltl { [<>((x == 3) && (y == 2)) ] } |

/* [] ! ((x == xt) && (y == yt) } &&
[<> ((xt' == x) && (yt' == y) ) &&
[<>((x == 3) && (y == 2)) ] ) */
```

(a) Adversarial game.

(b) Specification for the game.

Figure 2: Simple example.
Example  For example, the specification in Fig. 2b defines a game between two players: the Bunny, and Taz, that move in turns, as depicted in Fig. 2a. Each logic time step includes a move by Taz from \((x,y)\) to \((x',y')\), followed by a move by the Bunny from \((x,y)\) to \((x',y')\). The Bunny must reach the carrot, without moving through a cell that Taz is in \((\text{assert } \text{ltl})\). Taz can only move between \(x \in \{1,2\}\), and has to keep visiting the lower row \((\text{assume } \text{ltl})\). Taz can move diagonally, but the Bunny only vertically or horizontally. Both players have an option to stay still \((\text{skip})\). Note that \(x_t\) is a declarative variable, so it can change unless constrained.

The process \texttt{taz} constrains the environment variables \(x_t, y_t\) \((\text{assume})\) and the environment controls its program counter \((\text{env})\). The \texttt{do} loops define alternatives that each player must choose from to continue playing the game. Note that nondeterminism in process \texttt{taz} is demonic (universally quantified), whereas in \texttt{bunny} angelic (existentially quantified), i.e., the design freedom given to the synthesis tool. Each player has full information about all variables in the game, both local, as well as global, and auxiliary. The solution is a strategy represented as a Mealy transducer [75] that the Bunny can use to win the game.

It is interesting to consider the conjunct \(\phi = \Box \bigcirc \neg ((x = x_t') \land (y = y_t'))\), which prevents the Bunny from moving next to Taz, from where Taz can catch it in the next turn. Note that \(\neg x\) and \(\neg x\) are the weak and strong previous operators, and \(\Box\) requires that, at each time step, the formula with \(\bigcirc\) as main operator be true. Using the strong previous, this is equivalent to \(\Box \bigcirc ((x = x_t') \land (y = y_t'))\) (commented in code).

A naive first attempt could be \(\Box \neg ((x = x_t') \land (y = y_t'))\). However, during solution of the Mealy game, this leads to a controllable predecessor operation [20, 96] of the form \(\forall x_t, y_t, \ldots, \exists x_t, y_t, \ldots (x = x_t') \land (y = y_t')\). This is false, because variables \(x, y\) are not quantified (fixed already in the previous time step). Instead, we apply the axiom \(\Box p = \Box \bigcirc p\), P4, p.58 [70]. This shifts the expression \(\neg ((x = x_t') \land (y = y_t'))\) to the past, and yields the equivalent formula \(\phi\), which is suitable for controllable predecessor computations. Past LTL is implemented by a translation using temporal testers [54].

3.3 Statements

Control flow can be defined using selection (\texttt{if}) and repetition (\texttt{do}) statements, \texttt{else}, \texttt{break}, \texttt{goto}, and labeled statements. The statements \texttt{run}, \texttt{call}, \texttt{return} are not supported, because dynamic process creation would dynamically add BDD variables. In this section, we define expressions, assignments, and their executability.

Expressions  Primed variables (that correspond to using the “next” operator \(\bigcirc\)) can appear in expressions to refer to the “next” values of those variables, as in the syntax of synthesis tools and TLA [61]. Following TLA, we will call \((\text{state})\) \texttt{predicate} an expression that contains no primed variables and \texttt{action} an expression that contains primed variables [61]. Actions can be regarded as generalized assignments, in a sense that will be made precise later. Primed system variables cannot appear in assumption processes, because they refer to values not yet known to the environment. Using a GR(1) synthesizer as back-end, multiple priming within a single statement is not allowed, but can be allowed if a full LTL synthesizer is used as back-end [49, 36].

Deconstraining  By default, imperative variables are constrained to remain invariant. If any assumption (assertion) process executes a statement that contains a primed environment (system) variable, then that variable is not constrained to remain unchanged in that time step. For
example, in the assertion \texttt{sys bit x = 0; (x == 0); (x' == 1 - y)} the variable \(x\) is constrained by \(x' = x\) when \(x == 0\) is executed, but the synthesizer is allowed to pick its next value as needed, in order to satisfy \(x' == 1 - y\). Note that statements in assumption (assertion) processes that contain primed imperative system (environment) variables do not deconstrain those variables, because assumptions (assertions) are relevant only to the environment’s (system’s) data flow.

**Assignments** In Promela, expressions are evaluated by first converting all values to integers, then evaluating the expression with precision that depends on the operating system and processor, and updating the assigned variable’s value, truncating if needed. Let \(\text{trunc}(y, w)\) denote a function that truncates the value of expression \(y\) to bitwidth \(w\). An assignment \(x = \text{expr}\) is translated to the logic formula \(x' = \text{trunc(\text{expr}, \text{width}(x))}\), if variable \(x\) has mod wrap semantics, and to \(x' = \text{expr}\) otherwise. If variable \(x\) is imperative, then it is deconstrained.

**Statement executability** A condition called guard is associated to each statement [27]. The process can execute a statement only if the guard evaluates to true. If a process currently has no executable statement, then it blocks. For each statement, its guard is defined by existential quantification of the primed variables of the data flow player. The quantification is applied after the statement is translated to a logic formula. So the guard of a statement is the realizability condition for that statement. It means that, from the local viewpoint of that statement only, given the current values of variables in the game, the constrained player can choose a next move. So the scheduler cannot pick as next process to execute a process that has blocked. Clearly, if all processes block, then that player deadlocks.

Using this definition, the guard of a state predicate is itself, as in Promela. The implementation quantifies variables using the Python binary decision diagram \(\text{dd} \) [4]. If an unsatisfiable guard is found, then the implementation raises a warning. For example, if we inserted the statement \(x_t \& \& x_t' \& \& y'_t\) in the process \texttt{bunny} (see example), then its guard would be \(\exists y'_t \& x_t \& x'_t \& y'_t = x_t \& x'_t\). Similarly, the guard of an expression \(x_t \& \& x_t'\) in the process \texttt{taz} is \(x_t\).

## 4 Translation to logic

In this section, we describe how a program is translated to temporal logic, in particular GR(1). For each process, the starting point is its program graph, which has edges labeled by program statements, and describes the control flow of a process in the source code. The construction of program graphs from source code is the same as for Promela [47], and described in detail in [35].

Here we give a brief example. Consider the process \texttt{maintain_lock} in Listing 1. It has two \texttt{do} loops, with two outgoing edges each. The corresponding program graph is shown in Fig. 3b. Each statement labels one edge, and that edge can be traversed if the guard associated to the statement evaluates to true. The guard can contain primed variables, requiring that the dataflow player manipulates them so as to make the edge’s guard true. Otherwise, the player cannot traverse an edge with false guard. This program graph is translated further to logic, as described next. The semantics of the language are defined by this translation to logic.

There are three groups of elements in a program: processes, ltl blocks, and the scheduler that picks processes for execution. The scheduler is not present in the source code, but is
added during translation, to represent the products between processes. The translation can be organized into a few thematically related sets of formulae. Due to lack of space, we are going to discuss the most interesting and representative of these at a high level. The full translation can be found in [35], and in the implementation. There are four groups of formulae: (i) control and data flow, (ii) invariance of variables, (iii) process scheduler, (iv) exclusive execution (atomic).

Control and data flow  The translation of processes is reminiscent of symbolic model checking [74], but differs in that there are two players, and both play in each logic time step. This requires carefully separating the formulae into assumptions and guarantees (assertions).

Suppose that the scheduler selects process \( r \) to execute (how is explained later). At a given time step, a process is at some node \( i \) in its program graph, and will transition to a next node \( j \), by traversing an edge labeled by a program statement. The player that controls the program counter \( pc_r \) selects the next statement, so the edge in the program graph. The player that is constrained by that process has to make sure that it complies, by picking values for variables that it controls such that the statement is satisfied. Recall that the scheduler can only pick from processes that have a satisfiable statement, so whenever a process executes, there will exist a satisfiable next statement. Of course, conflicts can arise between different synchronous processes that can lead to deadlock, and it is the synthesizer’s task to avoid such situations, to avoid losing the game. The transition constraints are encoded by the formula

\[
\text{trans}(p,r) \triangleq \bigwedge_{i \in N_r} \left( (pc_r = i) \rightarrow \bigvee_{(i,j,k) \in E_r} \varphi_{i,j,k} \land (\tilde{pc}_r = j) \land (\tilde{key}_r = k) \land \text{exclusive}(p,r,i,j,k) \right) 
\]

(2)

where \( N_r \) denotes the set of nodes, and \( E_r \) the multi-edges of the program graph of a process, \( p \) denotes the player \( (e,s) \). The logic formula equivalent to bitblasting the statement labeling edge \( (r,i,j,k) \) is \( \varphi_{i,j,k} \). For assume sys processes, the system selects the next edge one time step before the scheduler decides whether that environment process will execute, so two copies are needed, \( pc_r, \tilde{pc}_r \) (system variables). So in an assume sys process, \( \tilde{pc}_r \triangleq \tilde{pc}_r, \tilde{key}_r \triangleq \tilde{key}(r) \), and in other processes \( \tilde{pc}_r \triangleq pc'_r, \tilde{key}_r \triangleq \tilde{key}(r)' \). The variable \( key(r) \) selects among multi-edges, and is controlled by the same player as the program counter \( pc_r \) of the process with pid \( r \). In a system process, if node \( j \) is in an atomic block, then exclusive \((p,r,i,j,k)\) sets the auxiliary variables \( ex'_s \) and \( pm'_s \) to request atomic execution from the scheduler. The integer variable \( ex_s \) stores the identity of the process that requests atomic execution, and the bit \( pm_s \) requests that the environment be preempted, if the scheduler grants the request for atomic execution.

\[
\begin{align*}
\text{dataflow}(r) & \triangleq (ps(r)' = m(r)) \rightarrow \text{trans}(p,r) \\
\text{selectable}(r) & \triangleq \text{blocked}(r) \rightarrow (ps(r)' \neq m(r)) \\
\text{control\_flow}(r) & \triangleq \text{ite}( (ps(r)' = m(r)), \text{pc\_trans}(p,r), \text{inv}(pc_r) ) \\
\text{blocked}(r) & \triangleq \bigvee_{i \in N_r} ((pc_r = i) \land \bigwedge_{(i,j,k) \in E_r} \neg \text{guard}_{i,j,k})
\end{align*}
\]

(3)

The environment variables \( ps(r) \) select the process or synchronous product that will execute next inside an asynchronous product (top context is an asynchronous product). For this purpose, each process and product have a local integer id \( m(\cdot) \) among the elements inside the product that contains them. The transition relation for the program counter depends on the type of process. For assume sys processes, \( pc\_trans(p,r) \triangleq (pc'_r = \tilde{pc}_r) \), and for other processes it equals...
guards(r). The condition guards(r) constrains the program counter to follow unblocked edges in a process. It is necessary when the control and data flow are controlled by different players, because whoever moves the program counter, can otherwise pick an edge with a statement that blocks the other player. In addition, for assume sys processes, a separate constraint with same form as guards(r), but different priming of sub-expressions is imposed on the program counter copy $\hat{p}c_r$. The ternary conditional is denoted by $ite(a, b, c)$.

**Invariance of variables** When a process is not executing, its declarative local variables must be constrained to remain invariant ($x' = x$). Also, imperative variables must remain invariant whenever no process executes a statement (edge) that either is an expression and contains a primed copy of that variable, or is an assignment. These are ensured by the following equations

\[
\begin{align*}
\text{local}_\text{free}(p, r) & \triangleq (ps(r)' \neq m(r)) \rightarrow \bigwedge_{x \in V^\text{free}_{ps}} \text{inv}(x) \\
\text{imperative}_\text{inv}(p, r) & \triangleq \text{array}_\text{inv}(p, r) \land \bigwedge_{x \in V^{\text{imp}}_{ps}} (\text{inv}(x) \lor \bigvee_{(i, j, k) \in E_r, x \in \text{deconstrained}(r, i, j, k)} \text{edge}(r, i, j, k))
\end{align*}
\]

where $V^\text{free}_{ps}$ are free local variables of player $p$ in process $r$. For assume sys processes, it is:

\[
\text{edge}(r, i, j, k) \triangleq (ps(r)' = m(r)) \land (pc_r = i) \land (\hat{p}c_r = j) \land (\text{key}(r) = k),
\]

and for other types of processes:

\[
\text{edge}(r, i, j, k) \triangleq (ps(r)' = m(r)) \land (pc_r = i) \land (pc_r' = j) \land (\text{key}(r)' = k).
\]

Primed references to elements in imperative arrays deconstrain only the referenced array element, ensured by array_inv.

**Scheduler** The scheduler (environment) has to select the processes that will execute. Products of processes can be defined in the source code by enclosing processes, or other products, in braces preceded by the keywords async and sync. They can be nested. async defines an asynchronous product, and the scheduler picks some unblocked process or product inside it to execute next. If all processes/products in an asynchronous product $k$ have blocked, then the scheduler sets the corresponding variable $ps_k$ to a reserved value ($n_k$). The reserved value is also used if the asynchronous product is nested in a synchronous product that currently is not selected to execute.

If the top product blocks, then the player has deadlocked, losing the game. The only exception is when the environment is preempted by a request from a system process for atomic execution. At a high level, this behavior is expressed as follows for scheduling the environment processes.

\[
\begin{align*}
\text{product}_\text{selected}(k) & \triangleq (ps(k)' \neq m(k)) \leftrightarrow (ps'_k = n_k) \\
\text{selectable}_\text{element}(r) & \triangleq \text{element}_\text{blocked}(r) \rightarrow (ps(r)' \neq m(r)) \\
\text{element}_\text{blocked}(r) & \triangleq \begin{cases} 
\text{blocked}(r), & \text{if } r \text{ is a process} \\
\text{sync}_\text{blocked}(r), & \text{if } r \text{ is a synchronous product} \\
\text{async}_\text{blocked}(r), & \text{if } r \text{ is an asynchronous product.}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{sync}_\text{blocked}(k) & \triangleq \bigvee_{r \in R_k} \text{element}_\text{blocked}(r) \\
\text{async}_\text{blocked}(k) & \triangleq \bigwedge_{r \in R_k} \text{element}_\text{blocked}(r)
\end{align*}
\]
The expression \( \text{element\_blocked}(r) \) depends on the \( \text{blocked}(z) \) expressions, and ensures that the scheduler doesn't select a synchronous product containing some blocked process, neither an asynchronous product where all processes are blocked. Recall also \( \text{selectable} \) from earlier, which applies to individual processes. Analogous formulae apply to system processes. For system processes, the top-level asynchronous product implication in \( \text{async\_blocked}(r) \) must be replaced with equivalence, to force the environment to choose some system process (or product) to execute, when there exist unblocked ones. Note that the asynchronous products here are in the context of full information, so the system is \textit{not} asynchronous in the sense of \([55, 86]\).

**Exclusive execution** A system process of the top asynchronous product can request to execute atomically by setting the variables \( \text{pm}_s, \text{ex}_s \), Eq. (2). If that process remains unblocked in the next time step, then the scheduler will grant it uninterrupted execution, until it exits atomic context (either blocked, or reached statements outside the \text{atomic\{\ldots\} block}).

\[
\text{grant}_s \triangleq \bigwedge_{r \in \text{pids}(s)} (((\text{ex}_s = m(r)) \land \text{frozen\_unblocked}(r)) \to (\text{ps}(r') = m(r)))
\]

Recall also that the environment is allowed to pause only if preempted by the system, otherwise it loses the game (pause\_env\_if\_req). The formula \( \text{frozen\_unblocked}(r) \) checks whether the system would block, in case the environment froze, granting it exclusive execution. In case the system will block, then the request is not granted, and atomicity lost. This requires substituting primed environment variables with unprimed ones, as follows

\[
\text{frozen\_unblocked}(r) \triangleq \begin{cases} \bigvee_{i \in \mathbb{N}} \left( (p_c = i) \land \bigvee_{(i,j) \in \mathcal{E}_r} \text{guard\_test}(r,i,j,k) \right), & \text{if player}(r) = s \\ \neg \text{blocked}(r), & \text{otherwise} \end{cases}
\]

\[
\text{guard\_test}(r,i,j,k) \triangleq \begin{cases} \text{guard}(r,i,j,k) \mid x/x' \text{ for } x \in \mathcal{X}, & \text{if } i \text{ in atomic context} \\ \text{guard}(r,i,j,k), & \text{otherwise}. \end{cases}
\]

The reason is that this formula corresponds to the case that the environment sets \( x' = x \) for the program variables it owns. If atomicity is lost in this turn, then the environment does not need to set \( x' = x \), and this is ensured by the definition of \( \text{guard\_test}(r,i,j,k) \).

As in Promela, LTL formulae that express safety are deactivated during atomic execution (in implementation, an option allows making atomic execution visible to LTL properties). They are re-activated as soon as atomicity is lost.

\[
\text{mask\_env\_ltl} \triangleq \text{ite}(\text{pm}_s \land (\text{ps}_{\text{sys\_top}} = \text{ex}_s < n_s), \text{freeze\_env\_free}, \psi_{\text{env\_safety\_ltl}})
\]

For the system, \( \text{mask\_sys\_ltl} \) is defined similarly. The formula \( \text{freeze\_env\_free} \) constrains declarative environment variables in global context and inside system processes to remain unchanged while the system is granted exclusive execution.

If an \text{atomic} block appears in a process, then the \text{ltl} properties in the program must not contain primed variables, to ensure that the above translation yields the intended interpretation (stutter invariance). If unbounded loops appear inside an atomic context, then there can be
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Figure 3: Compiling programs to temporal logic.

no liveness assumptions. The reason is that the system can “hide” in atomic execution forever, preventing the environment from satisfying its liveness assumptions, thus winning trivially. In order to avoid this, the environment liveness goals must be disjoined with strong fairness, a persistence property (◇□), which is outside of the GR(1) fragment. An extension to use a full LTL synthesizer is possible, though not expected to scale as well. Labels in the code that contain “progress” result in accepting states (liveness conditions). Those expressions described but not defined above, the initial conditions, and a listing into assumptions and assertions can be found in the technical report [35].

5 Implementation

The implementation is written in Python and available [1, 2, 5] under a BSD license. The frontend comprises of a parser generator that uses PLY (Python lex-yacc) [14]. The parser for the proposed language subclasses and extends a separate parser for PROMELA [2], to enable use of the latter also by those interested in verification activities. After parsing and program graph construction, the translation described in Section 4 is applied [1]. This results in linear temporal logic formulae that contain modular integer arithmetic. At this point, each ltl block is syntactically checked to be in the GR(1) fragment, and split into initial condition, action, and recurrence conjuncts [5]. The past fragment is then translated using temporal testers [54]. In the future, the syntactic check can be removed, and a full LTL synthesis algorithm used.

The next step encodes signed arithmetic in bitvector logic using two’s complement representation [58]. The resulting formulae are in the input syntax recognized by the SLUGS synthesizer [32]. This prefix syntax includes memory buffers, which enable avoiding repetition of formulae. For example, $3 x a b \& ?1 ?0 \mid ?2 ! ?0$ describes the ternary conditional $\text{ite}(x,a,b)$. Memory buffers prevent the bitblasted formulae from blowing up. The SLUGS distribution includes an encoder of unsigned addition and comparison into bitvector logic using memory buffers. Here, signed arithmetic and arrays are supported. The bitblaster code is a separate module, which can be reused as a backend to other frontends. The resulting formula is passed to the SLUGS synthesis tool to check for realizability and construct a winning strategy as a Mealy transducer.
Figure 4: Selection of experimental measurements for the revised AMBA specification.

6 AMBA AHB Case study

Revised specification The ARM processor Advanced Microcontroller Bus Architecture (AMBA) [9] specifies a number of different bus protocols. Among them, the Advanced High-performance (AHB) architecture has been studied extensively in the reactive synthesis literature [17, 18, 77, 20, 91, 43, 19].

The AHB bus comprises of masters that need to communicate with slaves, and an arbiter that controls the bus and decides which master is given access to the bus. The arbiter receives requests from the masters that desire to access the bus, and must respond in a weakly fair way. In other words, every master that keeps uninterruptedly requesting the bus must eventually be granted access to it. Note that the AMBA technical manual [9] does not specify any fairness requirement, but instead leaves that decision to the designer. For automated synthesis, weak fairness is one possible formalization that ensures servicing of all the masters.

In addition, a master can request that the access be locked. In the ARM manual, the arbiter makes no promises as to whether a request for the lock will be granted. If the arbiter does lock the access, then it guarantees to maintain the lock, until the request for locking is withdrawn by the master that currently owns the bus. Note that the specification used here requires the arbiter to lock the bus, whenever requested by the master to be granted next.

A specification for the arbiter appeared in [17], and is presented in detail in [20]. Here, we expressed the specification of [20] in the proposed language, Listing 1 on 19. In doing so, some assumptions were weakened and assumption A1 modified, to improve the correspondence with the ARM technical manual, and reduce the number of environment variables (thus universal branching). First, we describe the AHB specification, referring to Listing 1. After that, we summarize the changes, and discuss the experiments.

The specification in Listing 1 has both environment and system variables, as well as assumptions and guarantees. The arbiter is the system, and the environment comprises of slaves and $N + 1$ masters. An array request of bits represents the request of each individual master
to be given bus ownership, for sending and receiving from a slave of interest. Communication proceeds in bursts. The bus owner selects which type of burst it desires, by setting the integer \textit{burst}. Three lengths of bursts are modeled: single time step (\textsc{Single}), four consecutive time steps (\textsc{Burst4}), and undefined duration (\textsc{Incr}). The currently addressed slave sets the bit \texttt{ready} (to true) to acknowledge that it has successfully received data for a burst. While \texttt{ready} is false, the bus owner cannot change (G1,6), and a \textsc{Burst4} time step is not counted towards completion (G3). For this reason, the slaves (environment) are required to recur setting \texttt{ready} to true (A2).

The master can also request that, when it is granted the bus, it should be locked. Each master can do so by setting a signal. Only two of these signals are modeled here, using the bit variables \texttt{grantee\_lockreq} and \texttt{master\_lockreq} (described below).

The arbiter works in primarily two phases, as introduced in [20]. These phases are extraneous to the standard, and used only to aid in describing the specification. Firstly, the arbiter decides to which master it will next grant the bus to. The arbiter sets the bit \texttt{decide} to true during that period. The decision is stored in the form of two variables, \texttt{grant} and \texttt{lockmemo}, which don’t change while \texttt{decide} is false (G8). The integer \texttt{grant} indicates the master that has been decided to receive bus ownership after the current owner. For performance reasons, the arbiter can only grant the bus to a master that requested it (G10), with the exception of a default master (with index 0).

The bit \texttt{lockmemo} is set to the value of the environment bit \texttt{grantee\_lockreq} (G7). The value \texttt{grantee\_lockreq}' represents whether the master \texttt{grant} had requested locked ownership. In the original specification, an array \texttt{lockreq} of \( N \) environment bits is used (denoted by \texttt{HLOCK} in [20]). This increases significantly the variables with universal quantification. Here, this array is abstracted by the bit \texttt{grantee\_lockreq}. In implementation, the transducer input \texttt{grantee\_lockreq}' should be set equal to the lock request of master \texttt{grant} in the previous time step, i.e., \texttt{grantee\_lockreq} \( \triangleq (\Diamond \texttt{lockreq})[\texttt{grant}] \). In [20], some assumptions are expressed to constrain the array \texttt{lockreq}, i.e., when masters request locked ownership. The assumptions can be weakened [34], and by modifying assumption A1 (described below), the array \texttt{lockreq} can be abstracted by the two bits \texttt{grantee\_lockreq} and \texttt{master\_lockreq}.

The arbiter promises to lock the bus, until the bus owner \texttt{master} interrupts requesting it. The owner indicates its lock request by the value \texttt{master\_lockreq}'. In implementation, the input value \texttt{master\_lockreq}' should be set equal to the lock request of \texttt{master}, i.e., \texttt{master\_lockreq}' \triangleq \texttt{lockreq}[\texttt{master}].

In the second phase, the master changes the bus owner, by updating the integer \texttt{master} to \texttt{grant} (G4,5). If the grantee had requested a lock, via \texttt{grantee\_lockreq}, then that request is propagated to the bit \texttt{lock} (G4,5). With the bit \texttt{lock}, the arbiter indicates that \texttt{master} has been given locked access to the bus.

To be weakly fair, each master that keeps uninterruptedly requesting the bus should be granted ownership. This requirement is described as a Büchi automaton (G9). This

The assumption A1 of [20] requires that for locked undefined-length bursts, the masters eventually withdraw their request to access the bus. This assumption is not explicit in the ARM standard, so we modify it, by requiring that masters withdraw only their request for the lock, not for bus access. This is described as the Büchi automaton \texttt{withdraw\_lock} that constrains the environment. The arbiter grants \texttt{master} locked access by setting the bit \texttt{lock} to true. If \texttt{lock} is false, then the master (environment) remains in the outer loop, at the else. If \texttt{lock} becomes true, then the automaton enters the inner loop. In order for the automaton \texttt{withdraw\_lock} to exit the inner loop, the environment must set \texttt{master\_lockreq}' to false. This obliges the owner
master to eventually stop requesting locked ownership.

For a SINGLE burst, the burst is completed at the next time step that ready is true, so the arbiter does not need to lock the bus (since the owner remains unchanged while ready is false). For a BURST4 burst, the arbiter locks the bus for a predefined length of four successful beats (G3). This requirement is described by the safety automaton count_bursts. Note that assumption A1 is not needed for this case. For a INCR burst, the duration is unspecified a priori. While the owner master continuously requests locked access (with master_lockreq), the arbiter cannot change the bus owner (G2). This is described by the safety automaton maintain_lock.

When the arbiter grants locked access to the bus for a burst of undefined duration, then the guard lock && start && (burst == INCR) is true. The process maintain_process enters the inner loop, and remains there until master_lockreq becomes true. This is where assumption A1 is required, to ensure that the owner will eventually stop requesting the lock. The arbiter can then exit the inner loop of maintain_lock. Then, the arbiter can wait outside (start is false throughout the burst), until the addressed slave sets ready to true, signifying the successful completion of that burst, and allowing the arbiter to set start and change the bus owner, if needed.

Some properties not in GR(1) are translated to deterministic Büchi automata in [20]. The resulting formulae are much less readable, and not easy to modify and experiment with. Above, we specified these properties directly as processes, with progress states where needed.

**Observations** By encoding master and grant as integers, and abstracting the array lockreq by the two variables master_lockreq and grantee_lockreq, the synthesis time was reduced significantly (by a factor of 100 [34]), but are not sufficient to prevent the synthesized strategies from blowing up. By also merging the N weak fairness guarantees $\bigwedge_{i=0}^{N-1} \Box \diamond \{request[i] \rightarrow master = i\}$ into the Büchi automaton (BA) weak_fairness with one accepting state, we were able to prevent the strategies from blowing up, and synthesize up to 33 masters, Fig. 4b. The synthesis time for 16 masters is in the order of 5 minutes, and peak memory consumption less than 1GB. To our knowledge, in previous works, the maximal number of masters has been 16, the strategies were blowing up, and the runtimes were significantly longer (21 hours for 12 masters in [20], and more than an hour in [43] for 16 masters).

**Measurements** To identify what caused this difference, we conducted experiments for 8 different combinations: original vs revised spec, conjunction vs BA, reordering during strategy construction enabled/disabled, Table 1. We collected detailed measurements with instrumentation that we inserted into SLUGS, available at [3]. Some of these are shown in Fig. 5, and the complete set can be found in the technical report [34] (the language is described in [35]). The experiments were run on an Intel(R) Xeon® X5550 core, with 27 GB RAM, running Ubuntu 14.04.1. The maximal memory limit of CUDD [94] was set to 16 GB.

We found that dynamic BDD reordering during construction of a strategy was the reason for poor performance of conjoined liveness goals, as opposed to a single BA. The implementation of the GR(1) synthesis algorithm in SLUGS has three phases:

1. Computing the winning region, while memoizing the iterates of the fixpoint iteration, as BDDs.
2. Construction of individual strategies, one for each recurrence goal.
Figure 5: Measurements during phases of: (1) realizability, (2) sub-strategy, and (3) combined strategy construction. The top 4 plots are over all phases, the fixpoints over (1), the individual strategies over (2), and the bottom plot over (3). The revised specification is used.

3. Combination of the individual strategies into a single transducer, which iterates through them.

In SLUGS, variable reordering \[90\] is enabled during the first two phases, but disabled in the last one. If the recurrence goals are conjoined into a formula of the form $\land \Box \diamond$, then the memory needed for synthesis blows up Fig. 4a, for both the original and revised specifications. Using a BA, the revised specification scales without blowup.

If reordering is enabled during the last phase (combined transducer construction), then the specification with a conjunction can be synthesized without blowup. With a BA, turning on reordering in the last phase has mildly negative effect, because it can trigger unnecessary reordering. We used the group sifting algorithm \[82, 90\] for reordering.
Table 1: Overview of results.

<table>
<thead>
<tr>
<th>Strategy reordering</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>with w/o reordering</td>
<td>slow</td>
</tr>
<tr>
<td></td>
<td>memory blowup</td>
</tr>
<tr>
<td></td>
<td>fast</td>
</tr>
<tr>
<td></td>
<td>memory blowup</td>
</tr>
<tr>
<td>Conjunction of fairness</td>
<td>original</td>
</tr>
<tr>
<td>Büchi automaton</td>
<td>with w/o</td>
</tr>
<tr>
<td></td>
<td>slow</td>
</tr>
</tbody>
</table>

Enabling dynamic BDD variable reordering is necessary to prevent the blowup. The conjunction with reordering enabled in phase 3 outperforms the BA with reordering turned off in phase 3. This is a consequence mainly of the fact that the BA chains the goals inside the state space, leading to deeper fixpoint iterations, and has slightly larger state space, due to the nodes of the automaton maintain.lock.

Reordering typically accounts for most of the runtime (top plot in Fig. 5a). The second plot shows the currently pursued goal during realizability, and later the sub-strategy under construction, and the sub-strategy being combined in the final strategy. Each drop in total BDD nodes (“teeth” in 4th plot) corresponds to an outer fixpoint iteration. The first outer iteration takes the most time, due to reordering. Later iterations construct subsets, for which the obtained order remains suitable. The highlighted period corresponds to the construction of individual strategies. Plots for the other experiments can be found in [34].

Conclusions The major effect of reordering in the final phase of strategy construction can be understood as follows. Using a BA reduces the goals to only one, so no disjunction of individual sub-strategies is needed [83]. Also, this encoding shifts the transducer memory (a counter of liveness goals), from the strategy construction, to the realizability phase (attractor computations). This slightly increases the state space. Nonetheless, this symbolic encoding allows the variable ordering more time to gradually adjust to the represented sets.

In contrast, by conjoining liveness goals, the variable order is oblivious during realizability checking that the sub-strategies will be disjoined at the end. The disjunction of strategies acts as a shock wave, disruptive to how far from optimal the obtained variable order is. If, by that phase, reordering has been disabled, then this effect causes exponential blowup.

Overall, the proposed language made experimentation easier and revisions faster, helping to study variants of the specification. It can be used to explore the sensitivity of a specification, in the following way. A formula, e.g., requiring weak fairness, can be temporarily replaced with a process that is one possible refinement of that formula, potentially simplified. In the AMBA example, one can fix a round robin schedule for selecting the next grantee (temporarily dropping G10). This is reminiscent of the manual implementation [20]. By doing so, it can be evaluated whether the synthesizer finds it difficult to pick requestors only, or whether some other factor is more important, either another part of the specification, or some external factor. For the AMBA problem, such a simplification showed that some other factor controls the runtime, in particular reordering, and the increased number of environment variables. Therefore, we believe that it can prove useful in exploring the sensitivity of specifications, to help the specifier direct their attention to improve those parts of the specification that impact the most synthesis performance.
Listing 1: AMBA AHB specification in the proposed language.

```c
#define N 2 /* N + 1 masters */
#define SINGLE 0
#define BURST4 1
#define INCR 2
/* variables of masters and slaves
A4: initial condition */
free env bool ready = false;
free env int(0, 2) burst;
free env bool request[N + 1] = false;
free env bool grantee_lockreq = false;
free env bool master_lockreq = false;
/* arbiters variables */
/* G1: sys initial condition */
free bool start = true;
free bool decide = true;
free bool lock = false;
free bool lockmem;
free int(0, N) master = 0;
free int(0, N) grant;
/* A2: slaves must progress with receiving data */
assume ltl { []<> ready }
/* A3: dropped, weakening the assumptions */
/* A1: */
assume env proctype withdraw_lock()
  progress:
  do
    : assert master_lockreq'; break
  od
  : assert true /* wait */
od
assert ltl {
[]<> (start' -> ready)
/* G4 */
& (ready' -> ((master' == grant) 
  &&
  (lock' <-> lockmem')))
/* G5 */
& ((! start' -> 
  (master' == master) 
  &&
  (lock' <-> lock))
/* G7: remember if lock requested */
& ((--X decide' -> (lockmem' <->
  grantee_lockreq'))
/* G8 */
& ((! decide' -> (grant' == grant))
& (((! --X decide) -> (lockmem' <->
lockmemo))
/* G10: grant only to requestors */
& ((grant' == grant) || (grant' == 0) || request[grant'])
}
}
sync{ /* synchronous product */
/* G9: weak fairness */
assert proctype weak_fairness()

int(0, N) count;
:: (! request[count] || (master == count));
if
  :: (count < N) && (count' == count + 1)
  :: (count == N) && (count' == 0);
  progress: skip
fi
:: else
od
/* G2: lock until no lock req */
assert sys proctype maintain_lock()

:: (lock && start && (burst == INCR));
if
  :: ! start && !
  master_lockreq'); break
:: ! start
od
:: else
od
/* G3: for a BURST4 access, count the "ready" time steps. */
assert sys proctype count_burst()
int(0, 3) count;
:: (start && lock &&
(burst == BURST4) &&
(!ready || (count' == 1)) &&
(ready || (count' == 0));
if
  :: ! start && ! ready
  :: ! start && ready &&
  (count < 3) &&
  (count' == count + 1)
  :: ! start && ready &&
  (count >= 3));
```

7 Relevant work

Our approach has common elements with program repair [51], program sketching [65], and syntax-guided synthesis [7]. Program repair aims at modifying an existing program in a conventional programming language. Syntax-guided synthesis uses a grammar to “slice” the admissible search space of terminating programs. Here, we are interested in reactive programs. Similarly, program sketching uses templates to restrict the search space and give hints to the synthesizer for obtaining a complete program. In [15], the authors propose another constraint-based approach to games, but start directly from logic formulae.

TLA [61, 62] subsumes our proposed language, since it includes quantification, but is intended as a theorem proving activity, is declarative, and is aimed at verification. Nonetheless, one can view the proposed translation as from open-PROMELA to TLA. SMV is a declarative language [24], and JTLV [88] an SMV-like language for synthesis specifications, but with no imperative constructs. ASPECTLTL is a further declarative extension for aspect-oriented programming [72].

RPROMELA is an extension of PROMELA that adds synchronous-reactive constructs (not in the sense of reactive synthesis) that include synchronous products and channels called ports [80, 81]. Its semantics are defined in terms of stable states, where the synchronous product blocks, waiting for message reception from its global ports. RPROMELA does not address modeling of the environment, nor declarative elements. Besides, synchronous-reactive languages like ESTEREL, QUARTZ (imperative textual), STATECHARTS, ARGOS, SyncCharts (imperative graphical), LUSTRE, and Lucid Synchrone (declarative textual) and SIGNAL (declarative graphical) are by definition deterministic languages intended for direct design of transducers [41, 44, 52]. In synthesis, non-determinism is an essential feature of the specification.

Our approach has common elements with constraint imperative programming (CIP), introduced with the experimental language KALEIDOSCOPE [38, 39, 40, 68], one of the first attempts to integrate the imperative and declarative constraint programming paradigms. An observation from [38], which applies also here, is that specifiers need to express two types of relations: long-lived (best described declaratively), and sequencing relations (more naturally expressed in an imperative style). However, CIP does not ensure correct reactivity, because the constraints are solved online. Constraints are a related approach that uses constraints for indirect assignment to imperative variables is [63].

The translation from PROMELA to declarative formalisms has been considered in [11, 48, 26] and decision diagrams in [13]. These translations aim at verification, do not have LTL as target language, and either have limited support for atomicity [26], no details [11], or programs graphs semantics that do not match PROMELA [48].

8 Conclusions

We have presented a language for reactive synthesis that combines declarative and imperative elements to allow using the most suitable paradigm for each requirement, to write readable specifications. By expressing the AMBA specification in a multi-paradigm language, it became easier to experiment and transform it into one that led to efficient synthesis that improved previous results by two orders of magnitude. Besides the AMBA specification, other examples can be found in the code repository [1].
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We study the synthesis of circuits for succinct safety specifications given in the AIG format. We show how AIG safety specifications can be decomposed automatically into sub-specifications. Then we propose symbolic compositional algorithms to solve the synthesis problem compositionally starting for the sub-specifications. We have evaluated the compositional algorithms on a set of benchmarks including those proposed for the first synthesis competition organised in 2014 by the Synthesis Workshop affiliated to the CAV conference. We show that a large number of benchmarks can be decomposed automatically and solved more efficiently with the compositional algorithms that we propose in this paper.

1 Introduction

We study the synthesis of circuits for succinct safety specifications given in the AIG format. An AIG file for synthesis describes a circuit that compactly defines a transition relation between valuations for latches, uncontrollable and controllable input signals. The circuit contains a special latch called the error latch. Initially, all latches are false, and the controller chooses values for the controllable input signals so as to always keep the error latch low (safety objective), no matter how the environment chooses values for the uncontrollable input signals. The AIG format is monolithic in the sense that it is not explicitly structured into subsystems. This is unfortunate as in general, complex systems or specifications are built of smaller sub-parts and taking into account this structure may be a definite advantage.

And-Inverter Graphs (AIG) have been proposed as a way to provide a simple and compact file format for a model checking competition affiliated to CAV 2007 (see http://fmv.jku.at/aiger/FORMAT). This format has been extended to be the input format for the 2014 reactive synthesis competition. Because the synthesis competition uses the AIG format, and this format is monolithic, all the tools that took part in the 2014 reactive synthesis competition solved the synthesis problems monolithically. Nevertheless, the specifications that were proposed during the 2014 synthesis competition are, for a large part of them, generated from higher level descriptions of systems that bear structure. For example, two of the most interesting sets of benchmarks, GenBuf and AMBA, are generated from Reactive(1) specifications (a tractable subset of LTL specifications) [12], or directly from LTL specifications that are conjunctions of smaller LTL sub-formulas.

In this paper, we show that part of the structure lost during the AIG format translation can be recovered and used to solve the synthesis problem compositionally. First, we propose a static analysis of the AIG file that returns, when possible, a decomposition of the circuit into smaller sub-circuits with their own safety specifications. Then we provide three different algorithms that first solve the sub-games...
corresponding to the sub-circuits and then aggregate, following three different heuristics, the results obtained on the sub-games. Namely, once we have the solution of all the sub-games we aggregate them by

(i) taking their intersection – which, we show, over-approximates the actual solution of the general game – and applying the usual fixpoint algorithm to it; (ii) assigning a score to each pair of solutions based on the number of variables shared and the size of the BDDs obtained after their intersection and using said score to aggregate (pair by pair) all the solutions; (iii) trying to refine them using information from a single step of the fixpoint computation on the general game (i.e. projecting the resulting “bad” states onto each sub-game). We have implemented the decomposition, the compositional synthesis algorithms, and evaluated the approach on the 2014 reactive synthesis competition benchmarks as well as on new benchmarks produced from large LTL specifications.

Related Work. In [8, 10], compositional algorithms are proposed for the LTL realizability problem. The LTL formulas considered there are assumed to be conjunctions of smaller LTL formulas, and so the structure of the specification is directly available to them, while in our case it has to be recovered. Also, the main data-structures used there are based on antichains while we use BDDs. In symbolic model checking algorithms, partitioned transition relations [5] are widely used whenever the system is made of several components. Here, the goal is to compute the one-step successor states without explicitly computing the conjunction of the transition relations for each component. The image computation is rather done using quantification scheduling heuristics which tries to apply variable quantification as early as possible inside the conjunction; see e.g. [17]. We also use partitioned transition relations in our algorithms: the next-state function for each latch is stored separately. Unlike forward model checking algorithms, synthesis algorithms proceed backwards, so we can use the composition operation provided by BDD libraries to compute predecessors, and we do not need any early quantification heuristics.

Structure of the paper. In Section 2, we fix notation and recall the definitions needed to present our results. Then, in Section 3, we describe the class of decompositions our algorithms accept as input, we give some examples of how to decompose a succinct safety specification given by an extended AIGER file and outline the algorithm we implemented to get such a decomposition. Our algorithms are described in detail in Section 4 and the results of our tests are presented in Section 5.

2 Preliminaries

Let \( \mathbb{B} = \{0,1\} \). Given a set of variables \( A \), a valuation over \( A \) is an element of \( \mathbb{B}^A \), and a set of valuations over \( A \) is represented by its characteristic function \( f: \mathbb{B}^A \to \mathbb{B} \). We will write \( f(A) \) to make the dependency on the variables \( A \) explicit. Given two disjoint sets of variables \( A, B \), let us write \( \mathbb{B}^{A,B} \) for \( \mathbb{B}^A \times \mathbb{B}^B \). Consider variable sets \( A \subseteq B \). We define the projection of a valuation \( v: \mathbb{B}^B \to \mathbb{B} \) to \( A \) as \( v\downarrow_A: \mathbb{B}^A \), with \( v\downarrow_A (a) = 1 \) if, and only if \( v(a) = 1 \). We extend this notation to functions \( f: \mathbb{B}^B \to \mathbb{B} \) by \( f\downarrow_A: \mathbb{B}^A \to \mathbb{B} \), defined as \( f\downarrow_A (v) \) if, and only if \( \exists v' \in \mathbb{B}^B, f(v') \), and \( v = v'\downarrow_A \). We define the lifting of a set \( f: \mathbb{B}^A \to \mathbb{B} \) in \( \mathbb{B}^B \) by \( f\uparrow_B (v) = 1 \) if, and only if \( f(v\downarrow_A) = 1 \). For a set of variables \( A = \{a_1, a_2, \ldots\} \), let us write \( A' = \{a'_1, a'_2, \ldots\} \) the set of primed variables. For \( f(A) \), let \( f(A') \) denote the characteristic function \( f(A) \) where each variable \( a \in A \) has been renamed as its primed copy \( a' \in A' \).

Symbolic Games. We formalize the reactive synthesis problem as a two-player turn-based game with safety objective described symbolically. We consider games defined by sequential synchronous circuits, encoded in the AIGER format. More precisely, a game is a tuple \( G = (L, X_u, X_c, (f_i)_{i \in L}, \text{err}) \), where:
1. $X_u, X_c, L$ are finite disjoint sets of Boolean variables representing uncontrollable inputs, controllable inputs, and latches respectively;

2. for each latch $l \in L$, $f_l: \mathbb{B}^L \times \mathbb{B}^{X_u} \times \mathbb{B}^{X_c} \to \mathbb{B}$ is the transition function that gives the valuation of $l$ in the next step. In practice these functions will be given by And-Inverter Graphs (see below for a definition).

3. $err \in L$ is a distinguished latch which indicates whether an error has occurred. We will often modify the circuit by replacing $f_{err}$ by some other Boolean function $e$, which we denote by $G[f_{err} \leftarrow e]$.

A state $q$ of game $G$ is a valuation of latches, that is an element of $\mathbb{B}^L$. A valuation $v$ in game $G$ is a valuation of latches and inputs, that is an element of $\mathbb{B}^{L \times X_u \times X_c}$. We denote the global transition function $\delta: \mathbb{B}^L \times \mathbb{B}^{X_u} \times \mathbb{B}^{X_c} \to \mathbb{B}^L$ such that $\delta(v)(l) = f_l(v)$ for each latch $l$. An execution from valuation $v$ of the game $G$ is a sequence of valuations $(v_i)_{i \in \mathbb{N}} \in (\mathbb{B}^{L \times X_u \times X_c})^\omega$ such that $v_0 = v$ and for all $i$,

$$v_{i+1} \downarrow L = \delta(v_i \downarrow L, v_i \downarrow X_u, v_i \downarrow X_c).$$

The execution is safe if, for all $i \geq 0$, we have that $v_i(err) = 0$.

Note that symbolic games define game arenas of exponential size but we will only work on their symbolic representations.

Controller synthesis. The goal of controller synthesis is to find a strategy to determine the controllable inputs given uncontrollable inputs and the current state (i.e., valuation of the latches) to ensure that the error state is not reachable. A strategy is a function $\lambda: \mathbb{B}^L \times \mathbb{B}^{X_u} \to \mathbb{B}^{X_c}$. An execution $(v_i)_{i \in \mathbb{N}}$ is compatible with $\lambda$ if for all $i \in \mathbb{N}$,

$$v_i \downarrow X_c = \lambda(v_i \downarrow L, v_i \downarrow X_u).$$

A strategy $\lambda$ is winning if all executions that are compatible with $\lambda$ are safe. A valuation $v$ is winning if there exists a strategy $\lambda$ that is winning from $v$. We denote $W(L, X_u, X_c)$ the winning valuations of $G$, that is the set of valuations that are winning.

And-Inverter Graphs. An And-Inverter Graph (AIG) is a directed acyclic graph with two-input nodes representing logical conjunction (AND gates), terminal nodes representing inputs, and edges that are possibly inverted to denote logical negation (NOT gate). Formally, an AIG is a tuple $G = \langle V, E, t \rangle$ such that $(V, E)$ is a directed graph with every vertex having 0 or 2 outgoing edges, and $t : E \to \mathbb{B}$ labels inverted edges with 1. We depict edges (not) labelled by $t$ as arrows (not) marked with a dark dot. Figure 1 shows a simple AIG with Boolean variables $x_1, x_2, x_3, x_4$. Each node in the AIG defines a Boolean function. For example, $v_1$ defines the Boolean function $\phi_{v_1} \equiv x_1 \land \neg \phi_{v_2}$, where $\phi_{v_2}$ is the corresponding formula defined by $v_2$, since the edge from $v_1$ to $v_2$ is marked as inverted.

The AIGER format (http://fmv.jku.at/aiger/FORMAT) was defined as a standard file format to describe sequential synchronous circuits (the logic defined as an AIG), and has been used in model checking and synthesis competitions. In the latter case, the inputs are partitioned into controllable and uncontrollable (http://www.syntcomp.org/wp-content/uploads/2014/02/Format.pdf). This is the format that we will assume as representation of the input game for our algorithms. We call an AIG game, a symbolic game described in the AIGER format.
Binary Decision Diagrams. Internally, our tool uses binary decision diagrams (BDD) [4] to represent Boolean functions used to represent sets of states or (parts of) transition relations. We use classical operations and notation on BDDs and refer the interested reader to [1] for a gentle introduction to BDDs. Projection and lifting of functions are easily implemented with BDDs: projecting is done by an existential quantification and lifting is a trivial operation because it only extends the domain of the function but its logical representation, i.e. its Boolean formula, stays the same.

In our algorithms, we often use BDD operations which implement heuristics to reduce the size of the given BDD, namely, generalized cofactors [13,16]. A generalized cofactor \( \hat{f}(X) \) of \( f(X) \) with respect to \( g(X) \) yields a BDD that matches \( f(X) \) inside \( g(X) \), and is defined arbitrarily outside \( g(X) \). This degree of freedom outside \( g(X) \) allows heuristics to reduce the BDD size. We write \( \hat{f}(X) = f(X) \downarrow g(X) \). Formally, we have that \( \hat{f}(X) \land g(X) = f(X) \land g(X) \) and \( \hat{f} \) has at most the size of \( f \). BDD libraries implement the operations restrict or constrain (see, e.g., [14]), which are specific generalized cofactors.

Classical Algorithms to Solve Safety Games. We recall the basic fixpoint computation for solving safety games, applied here on symbolic safety games. Let \( G = (L,X_u,X_c,(f_i)_{i \in L},\text{err}) \) be a symbolic game. The complement of the set \( W(L,X_u,X_c) \downarrow L \) can be computed by iterating an uncontrollable predecessors operator. For any set of states \( S(L) \), the uncontrollable predecessors of \( S \) is defined as

\[
\text{upre}_G(S) = \{ q \in B^L \mid \exists x_u \in B^{X_u}. \ \forall x_c \in B^{X_c} : \delta(q,x_u,x_c) \in S \};
\]

the dual controllable predecessors operator is defined as

\[
\text{cpre}_G(S) = \{ q \in B^L \mid \exists x_u \in B^{X_u}. \ \exists x_c \in B^{X_c} : \delta(q,x_u,x_c) \in S \};
\]

We denote by \( \text{upre}_G^*(S) = \mu X.(S \cup \text{upre}_G(X)) \), the least fixpoint of the function \( F : X \to S \cup \text{upre}_G(X) \) in the \( \mu \)-calculus notation (see [7]). Note that \( F \) is defined on the powerset lattice, which is finite. It follows from Tarski-Knaster theorem [15] that, because \( F \) is monotonic, the fixpoint exists and can be computed by iterating the application of \( F \) starting from any value below it, e.g. the least value of the lattice. Similarly, we denote by \( \text{cpre}_G^*(S) = \nu X.(S \cap \text{cpre}_G(X)) \), the greatest fixpoint of the function \( F : X \to S \cup \text{cpre}_G(X) \). Dually, we have that, because \( F \) is monotonic, the fixpoint exists and can be computed by iterating the application of \( F \) starting from any value above it, e.g. the greatest value of the lattice. When \( G \) is clear from the context, we simply write \( \text{upre} \) (cpre) instead of \( \text{upre}_G \) (cpre\(_G \)).

The Proposition follows from well-known results about the relationship between safety games and these operators (see, e.g., [2]).

Proposition 1. For any symbolic game \( G = (L,X_u,X_c,(f_i)_{i \in L},\text{err}) \), we have \( \text{cpre}^*((\text{err} \rightarrow 0) \uparrow L) = \text{cpre}(W(L,X_u,X_c) \downarrow L) \); dually, \( \text{cpre}^*((\text{err} \rightarrow 1) \uparrow L) = \neg \text{cpre}(W(L,X_u,X_c) \downarrow L) = \text{upre}(\neg W(L,X_u,X_c) \downarrow L) \).

In the rest of the paper, we assume a black-box procedure \texttt{solve_vals} which, for a given symbolic game, computes the corresponding winning valuations. In practice, \texttt{solve_vals} can be implemented using \texttt{upre} or \texttt{cpre}. Formally,

\[
\texttt{solve_vals}(G) = \{(q,x_u,x_c) \in B^L \times X_u \times X_c \mid q(\text{err}) = 0 \land \delta(q,x_u,x_c) \not\in \text{cpre}^*((\text{err} \rightarrow 0) \uparrow L)\}.
\]

Note that \texttt{solve_vals} gives the set of winning valuations, and not the set of winning states. The interpretation of \texttt{solve_vals}(\( G \)) is that is the maximal permissive strategy: any strategy for the controller that ensures to stay within this set is a winning strategy. We also consider procedure \texttt{solve_states}(\( G \)) = \{ \{ q \in B^L \mid q \in \text{cpre}^*((\text{err} \rightarrow 0) \uparrow L) \} \} which returns the set of winning states.
**Optimizations Using Generalized Cofactors.** Let us now establish the correctness of two optimizations we use in the sequel.

We first formalize the dependence on latches as follows. The *cone of influence* (see, e.g., [6]) of \( e_i \), written \( \text{cone}(e_i) \), is the set of variables on which \( e_i \) depends, that is, \( \text{cone}(\Phi) \subseteq L \cup X_u \cup X_e \) is the minimal set of variables such that if \( x \in \text{cone}(\Phi) \) then either \( \exists x : \Phi \not\equiv \Phi \) or \( x \in \text{cone}(f_i) \) for some \( y \in \text{cone}(\Phi) \cap L \). For convenience, we denote by \( \text{cone}_L(\Phi) \) the set \( \text{cone}(\Phi) \cap L \).

Observe that we have defined the cone of influence of a Boolean function semantically. That is to say, a variable \( x \) is in the cone of influence of a function \( \Phi \) if and only if the set of valuations satisfying \( \Phi \) changes for some fixed valuation of \( x \). Since we consider functions given by AIGs, the cone of influence can be over-approximated by exploring the AIG starting from the vertex corresponding to function \( \Phi \), adding all latches and inputs visited and the cones of influence of the latches – computed recursively. In our implementation we use this over-approximation when working on the AIG only and we use the definition on the semantics to obtain an algorithm on BDDs – which we use when working with BDDs.

Given an over-approximation \( \Lambda \) of the winning valuations \( (i) \) we first simplify the transition relation and keep it precise only in \( \Lambda \), \( (ii) \) we further modify the transition relation by making every transition not allowed by \( \Lambda \) go to an error state, i.e., change \( f_{err} \). In fact, correctness of the first optimization requires that the second one be used as well. The following result summarizes the properties of these optimizations.

**Lemma 1.** For any symbolic game \( G = (L,X_u,X_e,(f_l)_{l \in L},err) \), and any \( \Lambda(L,X_u,X_e) \supseteq W(L,X_u,X_e) \), if we write \( f'_l = f_l \downarrow \Lambda \) for all \( l \in L \), we have

\[
\text{solve}_\text{vals}(G) = \text{solve}_\text{vals}((\text{cone}_L(\Lambda),X_u,X_e,(f'_l)_{l \in \text{cone}_L(\Lambda)})[f_{err} \leftarrow \neg \Lambda]) \uparrow_L.
\]

**Proof.** We first show that solving the game with error function \( \neg \Lambda \) yields the same winning valuations as for \( f_{err} \). For that we will use two basic properties of the winning valuations: first if \( f \subseteq f' \) then

\[
\text{solve}_\text{vals}(G[f_{err} \leftarrow f']) \subseteq \text{solve}_\text{vals}(G[f_{err} \leftarrow f]);
\]

secondly

\[
\text{solve}_\text{vals}(G[f_{err} \leftarrow \neg \text{solve}_\text{vals}(G)]) = \text{solve}_\text{vals}(G),
\]

this is because if an execution compatible with strategy \( \lambda \) reaches \( \neg \text{solve}_\text{vals}(G) \), then by definition of winning valuations it can be extended from there to an execution compatible with \( \lambda \) that is unsafe. Together with the fact that \( f_{err} \subseteq \neg \Lambda \subseteq \neg W \), these properties imply that \( \text{solve}_\text{vals}(G) = \text{solve}_\text{vals}(G[f_{err} \leftarrow \neg \Lambda]) \). It is clear that one can consider only the variables in \( \text{cone}_L(\Lambda) \) for this computation, and thus considering \( H = ((\text{cone}_L(\Lambda),X_u,X_e,(f_l)_{l \in \text{cone}_L(\Lambda)})[f_{err} \leftarrow \neg \Lambda]) \), we have

\[
\text{solve}_\text{vals}(G) = \text{solve}_\text{vals}(H) \uparrow_L.
\]

It remains to show that the same set \( \text{solve}_\text{vals}(H) \) is obtained when the functions \( f'_l \) are used transition functions \( f_l \). Let us denote \( G' = ((\text{cone}_L(\Lambda),X_u,X_e,(f'_l)_{l \in \text{cone}_L(\Lambda)})[f_{err} \leftarrow \neg \Lambda]) \). We note that, for any \( u \supseteq \neg \Lambda \), the following holds:

\[
\text{upre}_G(u) \cup u = \text{upre}_H(u) \cup u.
\]

Hence, it is straightforward to show by induction that \( \text{solve}_\text{vals}(H) = \text{solve}_\text{vals}(G') \).
3 Decomposing the Specification

In this section, we describe how we decompose the error function $f_{\text{err}}$ of a given symbolic game into a disjunction i.e. $f_{\text{err}} \equiv \bigvee_{1 \leq i \leq n} e_i$. Notice that if a strategy $\lambda(L,X_u,X_c)$ ensures that $f_{\text{err}}$ is never true then it also ensures that $e_i$ is never true. We will then give algorithms that solve the game where each $e_i$ is seen as the error function, and combine the obtained solutions into a global solution.

The rationale behind this approach is that the functions $e_i$ do not depend on all latches in general, so solving the game for $e_i$ is often efficient.

Sub-game. Given a decomposition of $f_{\text{err}}$, we define a sub-game $G_i$ by replacing the error function by $e_i$ and considering only variables in its cone of influence. Formally, we write

$$G_i = \langle \text{cone}_{L}(e_i), X_u, X_c, (f_l)_{l \in \text{cone}_{L}(e_i)} \rangle[f_{\text{err}} \leftarrow e_i].$$

We will often use the notation $G_i[f_{\text{err}} \leftarrow e_i]$, which consists in replacing the function $f_{\text{err}}$ by $e_i$. In practice, the size of the symbolic representation of the sub-games are often significantly smaller than that of the original game. Recall also that winning all the sub-games is necessary to win the global game. We write $W_i(\text{cone}_{L}(e_i), X_u, X_c)$ for the winning valuations of $G_i$. In the implementation, $S_i$ and $S_i \uparrow L$ are represented by the same BDD.

Example 1. Consider the AIG shown in Figure 1 where $x_1, x_2, x_3, x_4$ are all input variables. We would like to decompose the function defined by the sub-tree rooted at $v_1$ (i.e. the whole tree) which we will denote by $\varphi_{v_1}$. It should be clear that $\varphi_{v_1} \equiv x_1 \land \neg \varphi_{v_2}$ where $\varphi_{v_2}$ is the function defined by the sub-tree rooted at $v_2$. In turn, we also have that $\varphi_{v_2} \equiv x_2 \land \neg x_3 \land x_4$. If we distribute the disjunction from $\neg f_{v_2}$ we get that $\varphi_{v_1} \equiv (x_1 \land \neg x_2) \lor (x_1 \land x_3) \lor (x_1 \land \neg x_4)$. Thus, one possible decomposition of $\varphi_{v_1}$ would be to take $e_1 = x \land \neg x_2$, $e_2 = x_1 \land x_3$, and $e_3 = x_1 \land \neg x_4$.

The general steps followed in Example 1 above can be generalized into an algorithm which outputs a decomposition of the error function whenever one exists. Intuitively, the algorithm consists in exploring all non-inverted edges of the AIG graph from the vertex which defines the error function. If there are no inverted edges which stopped the exploration, or if all of them lead to leaves, the error function is in fact a conjunction of Boolean variables and can clearly not be decomposed. Otherwise, there is at least one inverted edge leading to a node representing an AND gate. In this case, we can push the
negation one level down and obtain a disjunction which can be distributed to obtain our decomposition. Algorithm 2 details the procedure we have implemented. It takes as input an AIG, whether the error function is inverted, and the vertex \( v_{\text{err}} \) which defines the error function. It outputs a set of functions whose conjunction is logically equivalent to the error function.

We have kept our description of Algorithm 2 and Algorithm 1 (called by the former) informal. A more formal discussion on their correctness is given in Appendix B.

**(Algorithm 1: get_mininput_and(\( V, E, t, v_0 \))**)

1. \( \text{to_visit} := \{v_0\} \);
2. \( \text{pos} := \{\} \);
3. \( \text{neg} := \{\} \);
4. while \( |\text{to_visit}| > 0 \) do
5. \( \text{Pop } u \in \text{to_visit}; \)
6. if \( u \) is not a leaf then
7. \( \text{Let } e = (u, v) \) and \( e' = (u, v') \) be s.t. \( e, e' \in E; \)
8. if \( t(e) = 1 \) then
9. \( \text{neg} := \text{neg} \cup \{v\}; \)
10. else
11. \( \text{to_visit} := \text{to_visit} \cup \{v\}; \)
12. if \( t(e') = 1 \) then
13. \( \text{neg} := \text{neg} \cup \{v\}; \)
14. else
15. \( \text{to_visit} := \text{to_visit} \cup \{v\}; \)
16. else
17. \( \text{pos} := \text{pos} \cup \{u\}; \)
18. return \((\text{pos}, \text{neg})\)

**(Algorithm 2: decompose(\( V, E, t, \text{inv}, v_{\text{err}})\)**)

1. \((\text{pos}, \text{neg}) := \text{get_mininput_and}(V, E, t, v_{\text{err}}); \)
2. if \( \text{inv} = 1 \) then
3. return \( \{\neg \varphi_v \mid v \in \text{pos}\} \cup \{\varphi_v \mid v \in \text{neg}\} \)
4. if \( \text{inv} = 0 \) and all \( v \in \text{neg} \) are leaves then
5. return \( \{\varphi_{v_{\text{err}}}\}; \)
6. Take \( v_0 \in \text{argmax}\{||\text{get_mininput_and}(V, E, t, v)|| \mid v \in \text{neg}\} \);
7. \( \text{res} := \bigwedge_{u \in \text{pos}} \varphi_u \land \bigwedge_{v \in \text{neg} \setminus \{v_0\}} \neg \varphi_v; \)
8. \((\text{pos}, \text{neg}) := \text{get_mininput_and}(V, E, t, v_0); \)
9. return \( \{\text{res} \land \neg \varphi_v \mid v \in \text{pos}\} \cup \{\text{res} \land \varphi_v \mid v \in \text{neg}\} \)

**Example 2.** Consider a formula given by a set of assumption formulas \( \{A_i(L, X_u) \mid 1 \leq i \leq n\} \) and a set of guarantees \( \{G_j(L, X_u, X_v) \mid 1 \leq j \leq m\}. \)

The system we want to synthesize is expected to determine the controllable inputs in way such that if the assumptions are true, then the guarantees are met. This is formally stated as Equation 1.

\[
\Phi = \left( \bigwedge_{1 \leq i \leq n} A_i \right) \implies \left( \bigwedge_{1 \leq j \leq m} G_j \right)
\]

\(^1\)This is actually the way in which the error formula is stated for, e.g., the AMBA benchmarks.
A natural decomposition for the error function $\neg \Phi$ would be the following: $\forall 1 \leq j \leq m \left( \neg G_j \land \bigwedge_{1 \leq i \leq n} A_i \right)$. If $\neg \Phi$ were given as the AIG depicted in Figure 2, then it is not hard to see that Algorithm 2 would yield a very similar decomposition. Indeed, as we have not assumed anything in particular about the formulas $A_i$ and $G_j$ we cannot tell whether Algorithm 1 will explore beyond each $G_j$, thus giving us more sub-games than the proposed decomposition. However, in practice, this is even better as smaller sub-games usually depend on less variables. This, in turn, could lead to them being easier to solve.

Lemma 2. For each sub-game $G_i$ with new error function $e_i$, we have that

$$W(L, X_u, X_c) \subseteq (W_i \uparrow_L)(L, X_u, X_c).$$

Proof. For each valuation $v' \in W(L, X_u, X_c) \downarrow_{cone_L(e_i) \cup X_u \cup X_c}$, we select a valuation $v \in W(L, X_u, X_c)$. Let $\lambda_v$ be a winning strategy in $G$ from $v$. Since there is no losing outcome for $\lambda_v$, for all $x_u \in \mathbb{B}^{X_u}$, $\lambda_v(\delta(v), x_u)$ is such that $(\delta(v), x_u, \lambda_v(\delta(v), x_u)) \in W(L, X_u, X_c)$. For all $x_u \in \mathbb{B}^{X_u}$, we fix $\lambda'(v', x_u)$ to be $\lambda_v(\delta(v'), x_u)$. We have that $(\delta(v'), x_u, \lambda'((v'), x_u)) \in W(L, X_u, X_c) \downarrow_{cone_L(e_i) \cup X_u \cup X_c}$ because the transition relations of $G$ and $G_i$ coincide on $cone_L(e_i) \cup X_u \cup X_c$. The strategy $\lambda'$ ensures that any execution which starts in $W(L, X_u, X_c) \downarrow_{cone_L(e_i) \cup X_u \cup X_c}$ stays inside $W(L, X_u, X_c) \downarrow_{cone_L(e_i) \cup X_u \cup X_c}$. Since $e_i$ evaluates to false on $W(L, X_u, X_c)$, these states are not error states in $G_i$. Therefore $\lambda'$ is winning for all states in $W(L, X_u, X_c) \downarrow_{cone_L(e_i) \cup X_u \cup X_c}$. This implies that $W_i$ contains the projection of all winning states of $G$ and therefore $W \subseteq W_i \uparrow_L$.

4 Compositional Algorithms

In this section, we give three algorithms to solve AIG games compositionally. Each algorithm first solves the sub-games, and then combines the solutions using different heuristics. We denote by decompose the procedure that implements the decomposition of $f_{err}$ described in Section 3, and returns the set of error functions $e_i$. In all three algorithms, we start by solving each sub-game and obtaining the winning valuations $W_i(L, X_u, X_c)$, for $1 \leq i \leq n$. These steps are given in lines 1–3, and are common to all our algorithms; we assume that solve_vals raises an exception and terminates the program if the sub-game cannot be won. Otherwise, we aggregate the results and solve the global game; for the latter, we adopt a different approach in each of the three algorithms.
Algorithm 3: \(\text{comp}_1(L, X_u, X_c, (f_l)_{l \in L})\)

1. \(\{e_1, \ldots, e_n\} := \text{decompose}(f_{err});\)  
   \(\text{// Formulas } c_i(L, X_u, X_c) \text{ s.t. } f_{err} \equiv \bigvee_{i \in G} e_i \)  
2. \(\text{for } 1 \leq i \leq n \text{ do}\)
3. \(w_i(L, X_u, X_c) := \text{solve_vals}(\langle \text{cone}_L(c_l), X_u, X_c, (f_l)_{l \in \text{cone}_L(c_l)}[f_{err} \leftarrow e_i] \rangle \uparrow L, X_u, X_c);\)
4. \(L(L, X_u, X_c) := \bigwedge_{1 \leq i \leq n} w_i(L, X_u, X_c);\)
5. \(\text{for } l \in \text{cone}_L(L) \text{ do } f'_l(L, X_u, X_c) := f_l(L, X_u, X_c) \downarrow L(L, X_u, X_c);\)
6. \(\text{return } \text{solve_vals}(\langle \text{cone}_L(L), X_u, X_c, (f'_l)_{l \in \text{cone}_L(L)}[f_{err} \leftarrow -L] \rangle \uparrow L, X_u, X_c);\)

4.1 Global aggregation

In Algorithm 3, we start by computing the intersection of the winning valuations: \(L = \bigwedge_{1 \leq i \leq n} W_i.\) In fact, any valuation that is not in \(L\) is losing in one of the sub-games; thus in the global game. Conversely, a strategy that stays in \(L\) is winning for each sub-game. Therefore, we solve the global game with the new safety objective of avoiding \(-L.\) Before solving the global game, the algorithm attempts to reduce the size of the transition relations by virtue of Lemma 1.

Theorem 1. Algorithm 3 computes the winning valuations of the given AIG game.

Proof. We prove first that \(W \subseteq L\) (that is for all valuation \(v, W(v) \Rightarrow L(v)\)). Since \(-e_i \supseteq W(L, X_u, X_c),\) we get – by Lem. 1 – that each \(w_i(L, X_u, X_c)\) is \(W_i \uparrow L\) where \(W_i\) is the winning valuations of the sub-game \(G_i.\)

If \(q \notin L(L, X_u, X_c),\) there is a sub-game \(G_i\) such that \(\pi_i(q)\) is not winning. By Lem. 2, this implies that \(q\) is not winning in \(G,\) hence \(q \notin W(L, X_u, X_c).\)

From Lem. 1 it then follows that \(\text{solve_vals}(G) = \text{solve_vals}(G') \uparrow L\) and therefore the algorithm computes the correct result.

4.2 Incremental aggregation

Algorithm 4: \(\text{comp}_2(L, X_u, X_c, (f_l)_{l \in L}), \alpha, \beta, \gamma)\)

1. \(\{e_1, \ldots, e_n\} := \text{decompose}(f_{err});\)  
   \(\text{// Formulas } c_i(L, X_u, X_c) \text{ s.t. } f_{err} \equiv \bigvee_{i \in G} e_i \)  
2. \(\text{for } 1 \leq i \leq n \text{ do}\)
3. \(w_i(L, X_u, X_c) := \text{solve_vals}(\langle \text{cone}_L(c_l), X_u, X_c, (f_l)_{l \in \text{cone}_L(c_l)}[f_{err} \leftarrow e_i] \rangle \uparrow L, X_u, X_c);\)
4. \(E := \{w_i \mid 1 \leq i \leq n\};\)
5. \(\text{while } |E| > 1 \text{ do}\)
   \(\text{\quad \quad \quad } (r, s) := \text{argmax}_{(i, j) \in E \setminus \{i \neq j\}} \{\alpha \cdot \text{bdsize}(-w_i \wedge w_j)\}\)
   \(\quad + \beta |\text{cone}_L(w_i) \cap \text{cone}_L(w_j)|\)
   \(\quad + \gamma |\text{cone}_L(w_i) \cup \text{cone}_L(w_j)|;\)
6. \(\text{\quad \quad \quad } w(L, X_u, X_c) := \text{solve_vals}(\langle \text{cone}_L(w_r \wedge w_s), X_u, X_c, (f_l)_{l \in \text{cone}_L(w_r \wedge w_s)}[f_{err} \leftarrow -w_r \vee -w_s] \rangle \uparrow L, X_u, X_c);\)
7. \(\text{\quad \quad \quad \quad \text{Remove } w_r, w_s \text{ and add } w \text{ to } E;\)}
8. \(\text{\quad \quad \quad \quad \text{for } l \in \text{cone}_L(w_r \wedge w_s) \text{ do } f'_l(L, X_u, X_c) := f_l(L, X_u, X_c) \downarrow (w_r \wedge w_s);\})
9. \(\text{\quad \quad \quad \quad \text{w}(L, X_u, X_c) := \text{solve_vals}(\langle \text{cone}_L(w_r \wedge w_s), X_u, X_c, (f'_l)_{l \in \text{cone}_L(w_r \wedge w_s)}[f_{err} \leftarrow -w_r \vee -w_s] \rangle \uparrow L, X_u, X_c);\})
10. \(\text{return last } w(L, X_u, X_c) \in E;\)

In Algorithm 4, we aggregate the results of the sub-games incrementally: given the list of winning valuations \(w_i\) for the sub-games, at each iteration, we choose and remove two sub-games \(i\) and \(j\), solve their conjunction (as in Algorithm 3, with error function \(-w_i \wedge w_j\)), and add the newly obtained winning valuations back in the list. To choose the sub-games, we use the following heuristics; we assign a score to each pair of sub-games based on the size of the BDD of the error function \(-w_i \wedge w_j\), and on the number
of shared latches, and the number of the latches that appear in either of the sub-games. Intuitively, we prefer to work with small BDDs, and to merge sub-games that share a lot of latches, while yielding a small number of total latches. We thus use a linear combination at line 6 to choose the best scoring pair. In our experiments, we used $\alpha = -2, \beta = 1, \gamma = -1$.

**Theorem 2.** Algorithm 4 computes the winning valuations of the given AIG game.

*Proof.* Let us denote by $w_1^i, \ldots, w_n^i$ the content of $E$ at the beginning of iteration $i$. We define a function $F$ from winning valuations $w_j^i$ to subsets of $\{1, \ldots, n\}$. Intuitively, $F(w_j^i)$ is the set of sub-games that were solved to obtain $w_j^i$. For instance, at the first iteration, if sub-games $r, s$ are combined -- and the result, $w$, is added to $E$ -- then we get $F(w) = \{r, s\}$. For convenience, we assume that $w$ is appended at the end of the sequence $w_1^i, \ldots, w_n^i$ at line 9.

We proceed by induction on $i$ to define $F$. Initially $F(w_1^1) = \{i\}$ for all $1 \leq i \leq n$. For $i > 1$, for all $j \neq r, s$, the element $w_j^i$ remains in the list so $F$ is already defined on $w_j^i$. For the newly element $w_n^i$, we let $F(w_n^i) = F(w_{i-1}^i) \cup F(w_{i-1}^i)$.

We claim that at any iteration $i$, $w_j^i$ is the winning valuations of the game whose error function is the disjunction of the negation of the winning valuations of the sub-games in $F(w_j^i)$. More precisely,

$$w_j^i = \text{solve}_\text{vals}([L, X_u, X_c, (f_l)_{l \in L}][f_{\text{err}} \leftarrow \bigvee_{k \in F(w_j^i)} e_k]).$$

The correctness of the algorithm will follow since the sets $F(\cdot)$ are merged at each iteration, and the algorithm always stops with $|E| = 1$ and $F(w) = \{1, \ldots, n\}$.

The condition holds initially as shown in Theorem 1. Let $i > 1$. As shown in Lem. 1, the generalized cofactor operation applied before the call to solve does not affect the returned set. Let us denote $E_r = \bigvee_{k \in F(w_{i-1}^i)} e_k$ and $E_s = \bigvee_{k \in F(w_{i-1}^i)} e_s$. Let us write $\mathcal{E} = E_r \vee E_s$. We have $E_r \Rightarrow -w_r$ by induction, and similarly $E_s \Rightarrow -w_s$; thus $\mathcal{E} \Rightarrow \neg w_r \vee \neg w_s$. Moreover, for any $q(L, X_u)$ if the controller plays strategy $x_u \in \mathbb{B}^X$ with $-w_r(q, x_u)$, or $-w_s(q, x_u)$, then he loses for the error function defined by $\mathcal{E}$. In other terms, $\neg w_r \vee \neg w_s$ is a subset of losing valuations for error function $\mathcal{E}$, and contains $\mathcal{E}$, the set of states losing in one step. It follows that $w(L, X_u, X_c)$ computed at step 8 is the winning valuations for the error function $\mathcal{E}$. \qed

### 4.3 Back-and-forth

In Algorithm 5, we interleave the analysis of the global game (with objective $\Lambda$) and the analysis of the sub-games. At each iteration, we extend the losing states $u(L)$ by one step, by applying once the upre operator. We then consider each sub-game, and check whether the new set $u(L)$ of losing states (projected on the sub-game), changes the local winning states. Here, $p_i(L)$ is this projection on the local state-space of sub-game $i$. We update the strategies $\lambda_i$ of the sub-games when necessary, and restart until stabilization. Because analyzing the sub-games is often more efficient than analyzing the global game, this algorithm improves over Algorithm 3 in some cases (see the experiments’ section). A similar idea was used in [9] for the problem of synthesis from LTL specifications.

**Theorem 3.** Algorithm 5 computes the winning valuations of the given AIG game.

*Proof.* Let $W(L)$ denote the set of winning states of the game $G$. We consider the following invariant.

$$\forall i \in \{1, \ldots, n\}, W(L) \subseteq s_i(L),$$

$$\text{err} \subseteq u'(L) \subseteq \neg W(L).$$

(2)
Algorithm 5: comp_3(⟨L,Xu,Xc, (fl)l∈L⟩)

\[ \begin{align*}
\{ e_1, \ldots, e_n \} &:= \text{decompose}(f_{err}); \quad \text{/* Formulas } c_i(L, Xu, Xc) \text{ s.t. } f_{err} \equiv \mathcal{V}\sum_{e_i} */ \\
\text{for } 1 \leq i \leq n \text{ do} \\
\ w_i(L, Xu, Xc) &:= \text{solve_vals}(\langle \text{cone}_L(e_i), Xu, Xc, (fl)l\in L\rangle[f_{err} \leftarrow e_i]) \uparrow L, Xu, Xc; \\
\ s_l(L) &:= \text{solve_states}(\langle \text{cone}_L(e_i), Xu, Xc, (fl)l\in L\rangle[f_{err} \leftarrow e_i]) \uparrow L; \\
\ A(L, Xu, Xc) &:= \bigwedge_{1 \leq i \leq n} w_i(L, Xu, Xc); \\
\ G &:= \langle \text{cone}(A), Xu, Xc, (fl)l\in L\rangle[f_{err} \leftarrow \neg A]; \\
\ u(L) &:= 0; \\
\ u'(L) &:= \forall_{1 \leq i \leq n} \neg s_i(L); \quad \text{/* The union of all the losing states */} \\
\text{while } u \neq u' \text{ do} \\
u(L) &:= u'(L); \\
u'(L) &:= u(L) \lor \text{upre} G'(u); \\
\text{for } 1 \leq i \leq n \text{ do} \\
p_i(L) &:= \forall L \setminus \text{cone}_L(e_i) : u'(L); \quad \text{/* Universal projection of latches not present in local sub-game */} \\
\text{if } p_i \cap s_i \neq \emptyset \text{ then} \\
\text{for } l \in \text{cone}_L(p_i) \text{ do} \\
f'_l(L, Xu, Xc) &:= f_l(L, Xu, Xc) \Downarrow \neg p_i(L); \\
s_l(L) &:= \text{solve_states}(\langle Xu, Xc, \text{cone}_L(p_i), (fl)l\in L\rangle[p_i \leftarrow L, Xu, Xc] \uparrow L; \\
u'(L) &:= u'(L) \lor \neg \bigwedge_{1 \leq i \leq n} (s_i(L) \downarrow L); \\
\text{return } \neg u(L);
\end{align*} \]

In words, in every iteration, \( u'(L) \) is contained in the losing valuations of the global game, and each \( s_i(L) \) contains the winning valuations of \( G_i \).

Initially, by Algorithm 3, \( W \subseteq s_i(L) \) for all \( i \), and we have \( \text{err} \subseteq \neg s_i(L) \). So \( \text{err} \subseteq \neg \bigwedge_i s_i(L) \). Thus, \( \text{err} \subseteq u'(L) \). Moreover, since \( \forall_i \neg s_i(L) \subseteq \neg W \), we have that \( u'(L) \subseteq \neg W \).

Consider now iteration \( i > 1 \), and assume the invariant holds at the beginning. \( u'(L) \) is updated at line 11. The property \( \text{err} \subseteq u'(L) \subseteq \neg W \) still holds by the definition of the upre operation, and by the fact that the set \( u' \) can only grow at this step (because of the union).

We consider now the for loop, and show that \( W \subseteq s_j \) after each iteration. Assume \( p_i \cap s_j \neq \emptyset \) since otherwise \( s_j \) is not modified. By definition \( p_i \subseteq u' \) thus \( p_i \subseteq \neg W \). Then the solve function computes the set of states from which the controller can avoid \( \text{err} \lor p_i \). Since \( \text{err} \lor p_i \subseteq \neg W \), we get that \( s_j \subseteq W \). It follows that \( \neg \bigwedge_{i=1}^n s_i \subseteq \neg W \). Thus, at the last line of the while loop, we have \( \text{err} \subseteq u'(L) \subseteq \neg W \).

Now, line 11 ensures that after iteration \( i \), \( u'(L) \) contains the \( i \)-th iteration of the upre fixpoint computation. Hence, the test \( u \neq u' \) of the while loop ensures that the while loop terminates with \( u(L) \) being equal to \( \text{upre}^i(G) \).

5 Experiments

We implemented our algorithms in the synthesis tool AbsSynthe [3]. We compare their running times against the most efficient algorithm of AbsSynthe that implements a backward fixpoint algorithm.\(^2\) This algorithm was the winner of the 2014 Synthesis Competition synthesis track, and the winner of the realizability track at the same competition implemented a similar backward algorithm.

Let us first illustrate the advantage of the compositional approach with two examples. In the first

\(^2\)The new version of AbsSynthe with the implementation of the compositional algorithms can be fetched from https://github.com/gaperez64/absynthe.
set of benchmarks we consider, the controller is to compute the multiplication of two Boolean matrices given as (uncontrollable) input. Since each cell of the resulting matrix depends only on a subset of inputs, namely, on one row and one column, these benchmarks are well adapted for compositional algorithms. Figure 3 compares the performances of the classical algorithm with Algorithm 3. The classical algorithm was able to solve 36 instances, while the compositional algorithm solved all 75 instances and was significantly faster. The x-axis shows the number of solved benchmarks within the running time given by the y-axis. The second set of benchmarks we consider consist in a washing system made of \( n \) tanks. An uncontrollable input can request at any time the tank to be activated, at which point the controller should fill the tank with water, and empty it after at least \( k \) steps. Moreover, some subsets of tanks cannot be filled at the same time, and a light is to be on if at least one tank is filled with water. Note that the control strategy for each tank is not independent due to mutual exclusion constraints, and to the light indicator. Algorithm 3 was also more efficient on these benchmarks, as shown on Fig. 4. The classical algorithm solved 132 benchmarks out of 256, while Alg. 3 solved 152.

![Figure 3: Performances for 75 Boolean matrix multiplication benchmarks for Algorithm 3 and the classical algorithm.](image)

![Figure 4: Performances for the 256 washing system benchmarks for Algorithm 3 and the classical algorithm.](image)

We now evaluate all three compositional algorithms and compare them with the classical algorithm on a large benchmark set of 674 benchmarks. 562 of these benchmarks were provided for the 2014 Synthesis Competition and 105 have been generated by the new version of LTL2AIG [11] which translates conjunctions of LTL specifications into AIG.\(^3\) Among those benchmarks, 351 are decomposable by our static analysis into at least 2 smaller sub-games. More specifically, the average number of sub-games our decomposition algorithm outputs is 29; the median is 21.

In general, the performances of the three compositional algorithms can differ, but they are complementary. Figures 5 to 8 show the performances of the algorithms on several sets of benchmarks. All benchmarks in Figures 5 and 6 are decomposable. Figure 7 shows all the benchmarks we used and Figure 8 shows only those benchmarks from last year’s synthesis competition which were based on specifications of the AMBA arbiter.

**Conclusion.** Even if AIG synthesis problems are monolithic, the experiments show that our compositional approach was able to solve problems that can not be handled by the monolithic backward algorithm; our compositional algorithms are sometimes much more efficient. There are also examples that

---

\(^3\)A collection of benchmarks, including the ones mentioned here, can be fetched from https://github.com/gaperez64/bench-syntcomp14 and https://github.com/gaperez64/bench-ulb-syntcomp15.
can be decomposed but which are not solved more efficiently by the compositional algorithms. So, it is often a good idea to apply all the algorithms in parallel. This portfolio approach improved the performance and was able to solve 20 benchmarks that could not be solved by the fastest algorithms of last year’s reactive synthesis competition.

Figure 5: Performances for 68 load-balancing benchmarks translated from LTL. The classical algorithm solves 38 benchmarks, comp.1 44, comp.2 45, comp.3 45. In total there are 46 benchmarks that can be solved. The largest example that can be solved has 4005 latches and the smallest example that cannot be solved has 670 latches.

Figure 6: Performances for 46 generalized buffer benchmarks translated from LTL. The classical algorithm solves 6 benchmarks, comp.1 10, comp.2 15, comp.3 11. In total there are 18 benchmarks that can be solved. The largest example that can be solved has 22662 latches and the smallest example that cannot be solved has 590 latches.

Figure 7: Performances for the 674 benchmarks. The classical algorithm was able to solve 572 benchmarks. 20 more benchmarks were solved by one of the three compositional algorithms.

Figure 8: Performances for 108 AMBA benchmarks. The classical algorithm was able to solve 106 benchmarks, comp.1 84, comp.2 76, comp.3 93.
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A Repeating the experiments

The new version of AbsSynthe with the implementation of the compositional algorithms can be fetched from https://github.com/gaperez64/abssynthe.

B Correctness of the decomposition algorithm

We now give a more formal explanation on how our decomposition procedure works. For two nodes $n,n'$ of an AIG, we will write $n \equiv n'$ if they define the same Boolean function. We will also apply
Boolean operators on nodes (e.g. \( n \lor n' \)) which means that they are applied on the corresponding Boolean functions.

In an AIG each \( f_i \) is given by a (possibly inverted) edge from a node \( n_i \). We first explore the graph until finding a negation. This is exactly what Algorithm 1 achieves. Formally, given a node \( n \) or an edge \( e \), we define set of nodes \( N(n) \), \( N(e) \), \( M(n) \) and \( M(e) \) recursively as follows:

- if \( n \) is a terminal node then \( N(n) = \{ n \} \) and \( M(n) = \emptyset \);
- if \( e \) is a regular edge from a node \( n \) then \( N(e) = N(n) \) and \( M(e) = M(n) \);
- if \( e \) is an inverted edge (a NOT gate) from a node \( n \) then \( N(e) = \emptyset \) and \( M(e) = \{ n \} \);
- otherwise \( n \) is a two-input node (an AND gate) with two incident edges \( e_1 \) and \( e_2 \), then \( N(n) = N(e_1) \cup N(e_2) \) and \( M(n) = M(e_1) \cup M(e_2) \).

**Lemma 3.** For every node \( l \), \( f_l \equiv \bigwedge_{n \in N(l)} n \land \bigwedge_{m \in M(l)} \neg m \).

*Proof.* This proof is by induction. If \( n \) is a terminal node then the property is obvious. If \( e \) is a regular edge, the property follows by induction. If \( e \) is a negated edge to \( n \), then its semantic is the negation of \( n \): \( f_e \equiv \neg f_n \) and the property follows. Now if \( n \) is an AND gate of two edges \( e_1 \) and \( e_2 \), then \( f_n \equiv f_{e_1} \land f_{e_2} \). By induction, we have that \( f_{e_1} \equiv \bigwedge_{n \in N(e_1)} n \land \bigwedge_{m \in M(e_1)} \neg m \) and therefore \( f_n \equiv \bigwedge_{n \in N(e_1) \cup N(e_2)} n \land \bigwedge_{m \in M(e_1) \cup M(e_2)} \neg m \) and the property follows. \( \square \)

If \( M(\text{err}) \) is empty, or all its nodes are terminal (i.e. inputs or latches), there is no decomposition. Otherwise, we can choose an AND gate \( m_0 \in M(\text{err}) \). We then define \( \text{decompose}(f_l) \) as \( \{ e_p \mid p \in N(m_0) \} \cup \{ \neg p \mid p \in M(m_0) \} \) where \( e_p = \neg p \land \bigwedge_{n \in N(\text{err})} n \land \bigwedge_{m \in M(\text{err}) \setminus \{m_0\}} \neg m \). This is the decomposition given by Algorithm 2.

**Lemma 4.** For every node \( l \), \( f_l \equiv \bigvee_{e_i \in \text{decompose}(f_l)} e_i \).

*Proof.* Thanks to Lem. 3, \( f_l \equiv \bigwedge_{n \in N(l)} n \land \bigwedge_{m \in M(l) \setminus \{m_0\}} \neg m \land \neg m_0 \) and \( \neg f_{m_0} \equiv \bigvee_{p \in N(m_0)} \neg p \lor \bigvee_{p' \in M(m_0)} p' \). We then rewrite \( f_l \) by distributing this disjunction and obtain \( f_l \equiv \bigvee_{p \in N(m_0)} \big( \neg p \land \bigwedge_{n \in N(m_0)} n \land \bigwedge_{m \in M \setminus \{m_0\}} \neg m \big) \lor \bigg( p' \land \bigwedge_{n \in N} n \land \bigwedge_{m \in M \setminus \{m_0\}} \neg m \bigg) \). This yields the required decomposition. \( \square \)
Specification Format for Reactive Synthesis Problems*

Ayrat Khalimov
Graz University of Technology, Austria

Automatic synthesis from a given specification automatically constructs correct implementation. This frees the user from the mundane implementation work, but still requires the specification. But is specifying easier than implementing? In this paper, we propose a user-friendly format to ease the specification work, in particularly, that of specifying partial implementations. Also, we provide scripts to convert specifications in the new format into the SYNTCOMP format, thus benefiting from state of the art synthesizers.

1 Introduction

Specifying reactive synthesis tasks is not easy. First, writing non-trivial specifications in e.g. linear temporal logic (LTL) requires experience, and even an experienced user of LTL may notice that some properties are easier to implement oneself than to specify. Thus, it is desirable to be able to mix imperative and declarative paradigms when specifying reactive synthesis tasks, which makes a call for a new convenient specification format.

The full set of features of the new specification format might include:

1. **Modularity.** A synthesis task may require to synthesize several communicating modules where each module has its own properties. Thus, the new format should allow for specifying module interfaces and connections between them. These interfaces specify the amount of information each module knows about others.

2. **Imperative and declarative.** Some modules may already be given to the user, and some modules or parts of it may be easier to implement than to specify. Thus, the new format should allow for specifying module implementations.

3. **Conversion to the SYNTCOMP format.** The SYNTCOMP format [9] was recently proposed as the common ground format for reactive synthesis competitions, and at least four synthesizers were competing in 2014. Thus, to let the user to benefit from state of the art synthesizers, the new format should be convertible into the SYNTCOMP format.

4. **Property language agnostic.** The new format should allow the user to choose the best suited language for writing properties: linear temporal logic, linear dynamic logic [14], regular expressions, automata, etc.

These features requirements are our subjective suggestions and arise from the domain of synthesis of reactive systems that usually represent some hardware. The features certainly depend on the synthesis domain: for example, in the case of fault-tolerant algorithms the user also needs to specify the ratio of faulty to normal processes, the type of faults, etc.

In this the paper we:

- propose a specification format for reactive synthesis tasks, and

*This work was supported by the Austrian Science Fund via project RiSE (S11406).
• provide scripts to convert from the new format into the SYNTCOMP format.

The new format can be extended to support features (1), (2), (3), and (4), but the current version has limitations. Some of the limitations are: (i) the user can separate the system into modules, but each module has the full information about others, (ii) only deterministic Büchi automata are allowed for specifying properties, and (iii) assumptions must be safety properties.

The new format is based on the SMV format [7] – it is convenient for describing hardware systems: it allows the user to define finite state machines that operate on variables of enumeration and range types, and to separate the system into modules, etc. Another advantage of using the SMV format as the starting point is that there is a solid support of the SMV format in the AIGER distribution [1], which greatly simplifies the task of the development of the conversion scripts.

Outline. We describe the new format and its restrictions in Section 2. Section 3 describes the conversion scripts and also introduces the SYNTCOMP format extended with liveness which is one of the supported target formats (alongside the standard SYNTCOMP format). Section 4 illustrates the use of the format and of the scripts – we write the specification that describes the task: when given an implementation of a Huffman decoder for the English alphabet, synthesize an encoder for it. Section 5 points to other possible ways of writing specifications and converting them into the SYNTCOMP format. And we conclude in Section 6.

2 Specification Format

We assume that the reader is familiar with the SMV (cf. [7]) and the SYNTCOMP [9] formats. We introduce a new section into the SMV format, and the comments of special form that allow for specifying synthesis problems. The specification in the extended SMV format is then translated into the SYNTCOMP format.

An example of the extended SMV format is shown in Listing 1. 1

As in the usual SMV format, it consists of modules and the main module. In the main module, variables to be controlled by the system are marked with the comment ‘--controllable’ (Mealy-type). The new sections ENV_AUTOMATON_SPEC and SYS_AUTOMATON_SPEC contain definitions of the assumptions and guarantees respectively. Every assumption and guarantee in the corresponding sections is expressed by a file path to a Büchi automaton in the GOAL format [13]. A file path can be preceded by ‘!’ to indicate that the property is the negation of the automaton. These property automata will be converted into SMV modules.

Restrictions

The framework we describe in Section 3 converts a given specification in the extended SMV format into a deterministic game in the AIGER circuit format. AIGER circuits are inherently deterministic and so should be automata used in sections SYS_AUTOMATON_SPEC and ENV_AUTOMATON_SPEC. We require that:

• guarantees automata are deterministic (or determinizable),

• assumptions automata represent safety properties.

These conditions are sufficient (but not necessary) for the game to be deterministic, and are required by the conversion script spec_2_aag.py described in Section 3.

1The format is under active development and may slightly differ from the one described here.
3 Conversion into the SYNTCOMP Format

We will convert specifications in the extended SMV format into standard and extended SYNTCOMP formats. Specifications in the standard SYNTCOMP can be given to any synthesis tool from the SYNTCOMP competition. Specification in the extended format can either be converted into the standard SYNTCOMP format using `justice_2_safety.py`, or can be given to our synthesizer `aisy.py` that supports it.

The scripts are available at https://bitbucket.org/art_haali/spec-framework.

Standard and extended SYNTCOMP

In this section we remind what the standard SYNTCOMP format is and then introduce the extension.

The standard SYNTCOMP is a circuit in the old AIGER format [2] with special comments that allow for specifying controllable (by the system) and uncontrollable (thus controllable by the environment) signals. The following figure shows the standard SYNTCOMP format [9] (ignore the dotted arrows — they are part of the extended format):

The goal is to synthesize the controllable signals (i.e., replace them with combinational circuits that as inputs use the memory and uncontrollable signals) such that the output `bad` never raises. Thus, the
semantics of the standard SYNTCOMP is $G \neg \text{bad}$, which allows for specifying safety properties.

The natural extension is to allow liveness properties. This is what the extended SYNTCOMP format proposes. It also uses signal $\text{inv}$ though it does not add the expressiveness. These signals are ‘introduced’ using the standard capabilities of the new AIGER format [4] (which allows for specifying ‘bad’ signals, ‘invariant’ signals, and ‘justice’ signals). The extended SYNTCOMP is shown on the same figure as the standard one if you take into account the dotted signals.

The semantics of the extended SYNTCOMP format is

$$\neg \text{bad} \mathrel{W} \neg \text{inv} \land (G \text{inv} \rightarrow GF \text{just}) \quad (1)$$

**Note:** the meaning of the signal $\text{just}$ is reversed compared to the new AIGER format [4]: in that case a witness liveness trace satisfies $G \text{inv} \land GF \text{just}$, while in our case it satisfies $G \text{inv} \land \neg GF \text{just}$. We reversed the meaning of the signal $\text{just}$ to be able to specify properties like $G (r \rightarrow F g)$ (“every request is granted”) or $GF \neg r$ (“request is lowered infinitely often”). Such properties can be represented by deterministic Büchi automata but not by deterministic co-Büchi automata. And we need specification automata to be deterministic to be able to convert them into inherently deterministic AIGER circuits.

**Converting specifications into SYNTCOMP**

The figure shows how we convert a given specification into SYNTCOMP format:

The main script is `spec_2_aag.py`:

1. Given a specification in extended SMV format (Section 2), we first convert all the automata in the GOAL format into SMV modules. At this step we might need to complement or determinize a given automaton – this is done using GOAL. Then we parse the result and convert it into an SMV
module. Such SMV module contains two special signals: bad and fair. In such SMV module, signal fair is risen when we visit an accepting state of the automaton, and bad is risen when we visit a non-accepting state with a self-loop labelled True.

2. The main conversion work – from the SMV format into the extended SYNTCOMP format – is done with scripts smvflatten and svmtoaig from the AIGER distribution [1]. The result of this step is an AIGER file that may contain invariant and justice signals, which is not supported by the current SYNTCOMP format. Thus the current synthesis tools from the competition cannot be used directly.

3. The file in the extended SYNTCOMP format is converted into the standard version (with the single output) using justice_2_safety.py. The conversion requires input positive integer \( k \) and is standard: \( \text{GF} \) just is replaced with \( \text{G}(\text{just} \lor \text{X} \text{just} \lor \ldots \text{X}^k \text{just}) \), where \( \text{X}^k \) means \( k \) repetitions of \( \text{X} \).

The result of this conversion is specification in either the standard or extended SYNTCOMP formats, and can be given to a synthesizer.

**Converting models into AIGER**

After the synthesizer produces a model, it can be turned into a benchmark in the standard AIGER format and then be fed to a model checker (e.g., one from the HWMCC competition):

![Diagram](image)

If the input synthesis specification is in the standard SYNTCOMP format, then the model is also in the standard AIGER format and can be fed to a model checker directly. But in the case of the extended SYNTCOMP format we need to translate. Recall the semantics of our extended format (Equation 1): in our case a trace violating a liveness property would satisfy \( \neg \text{GF} \) just, while the AIGER format has \( \text{GF} \) just'. Thus, we convert the model into a model with signal just' such that: if there is a trace that satisfies \( \text{GF} \) just', then it satisfies \( \text{FG} \neg \text{just} \). If denote the new model by \( M' \), and the original one by \( M \), then: \( M' \models \text{EFG} \text{just}' \to M \not\models \text{AGF} \text{just} \). The script synt_2_hwmcc.py does this by introducing a new input aux and attaching the automaton as shown below:

![Diagram](image)

4 **Example: Synthesizing a Huffman Encoder**

This section demonstrates the use of the format and the framework. We implemented a simple synthesizer that solves Büchi games with invariants and safety objectives given in the extended SYNTCOMP format.
described in Section 2. The results of the synthesis are then translated into the HWMCC format using script synt_2_hwmcc.py, and then model checked with IIMC [5].

We use the Huffman coding [8] to encode 26 English letters $A\ldots Z$ and the space symbol into bit words of variable length (27 symbols in total). Let us assume that a Huffman decoder that decodes a stream of bits into letters is given \(^2\) — the goal is to synthesize an encoder that works with the decoder.

The figure below shows the structure of the SMV specification of the synthesis task:

The dotted module (encoder) is to be synthesized, namely signals $cipher$ and $done$ (these signals are marked ‘controllable’ in the specification). The input is $dataIn$ and has five bits of width, which is enough to encode 27 symbol: we use numbers 1..27 for encoding the symbols. The outputs of the encoder are boolean signals $cipher$ and $done$; the intended meaning of $done$ is “the last bit of the cipher is being sent now”. The signal $cipher$ is read by the decoder, which decodes the cipher and outputs it over $dataOut$; on successful decoding $dataOut$ lasts for one tick, after which it is 0 again. The data-signal $dataOut$ is then fed to the FIFO module $FIFO_{dec}$, and $FIFO_{enc}$ takes as input $dataIn$. FIFOs values are dequeued whenever they are not empty, and their values are compared. $FIFO_{enc}$ is enqueued whenever $done$ is high, and $FIFO_{dec}$ — whenever $dataOut$ encodes a letter. A FIFO gets blocked if we enqueue and not dequeue, and the FIFO is not empty currently (i.e., if $enq \land \neg deq \land \text{empty}$ holds).

All modules except dotted module encoder are given: FIFOs we coded manually (of size 1); the decoder is taken from the distribution of the model checker VIS [6].

In words, the specification is:

A1. assumption: “input $dataIn$ is within range 1..27”
A2. assumption: “$dataIn$ does not change until and including the moment when $done$ is high”
G1. $G(done \rightarrow X enq_{dec})$ \(^3\)
G2. $\neg \text{diff}$, i.e., if FIFOs are not empty, then they contain the same data
G3. liveness guarantee: $GF done$

The specification in the SMV format is translated into the SYNTCOMP formats (standard safety and extended liveness) as described in Section 2. The semantics is as given in Equation 1 where: $bad$ is the violation of any of the safety guarantees, $inv$ is the truth of (A1) and (A2) so far, and $just = done$.

\(^2\)Thus the decoder already has the letter frequencies built in.

\(^3\)Strictly speaking this guarantee is not needed for the correct synthesis of the encoder, but without it the meaning of $done$ may be different from the intended one (“the last cipher bit is being transferred”).
Given the specification in the extended SYNTCOMP format, the synthesizer aisy.py synthesized the model in ≈ 2 minutes; the model has ≈ 130k new AND-gates. The cipher synthesized is as expected (coincides with that of the Huffman decoder).

If we translate the specification into the $k$-safety variant with $k = 10$ (the minimal realizable), then aisy.py needs ≈ 4 minutes for the synthesis and the model has ≈ 120k AND-gates. We do not claim that in terms of efficiency the liveness specifications are superior to their safety variant – for this a more thorough research is needed. But the translation of liveness into safety requires a value of $k$ as input: here we provided it manually, while in the general case its upper bound should be restricted and the permitted values should be iterated in some way.

Some final notes on the example. Initially, FIFOs implementations were non blocking, which permits the synthesizer to produce a cipher for a letter that is prefixed with ciphers of other letters (this version of the specification would compare only the last decoded letter). Also, with non-blocking FIFOs and without guarantee G2, the synthesizer produced a cipher that utilized the overflow in the state variable of the decoder. Hence in the general case the synthesized cipher may depend on in the implementation of the decoder and will not work with other implementations.

The benchmarks are available as a part of the conversion scripts distribution; aisy.py is available at https://bitbucket.org/art_haali/aisy.

5 Related Work

There are scripts and ways to create specification circuits in the SYNTCOMP format:

The script ltl2aig [10] takes as input specification in LTL format and signals partition and converts it into a circuit in the standard SYNTCOMP format. It does not use tools from the AIGER distribution [1] and supports all the routines natively. It also converts liveness properties into safety variants in the standard way. The limitation is that it does not allow the user to provide partial implementations.

The bundle ltl2smv[7] - smvflatten - smvtoaig [3] can translate SMV files with LTL properties embedded into AIGER format. The idea is:

1. smvflatten accepts a given SMV file with modules and variable types like range and enums, and translates it into boolean SMV file, preserving the original LTLSPEC section.

2. The result is sent to smvtoaig that translates LTLSPEC section into SMV module using ltl2smv, then joins the result, and translates it into AIGER circuit.

I.e, it does what we want but in the context of the model checking. For synthesis we also need:

- to provide the signals partition (into controllable and uncontrollable) – a minor issue, and

- to ensure there are no non-deterministic automata and thus no non-deterministic SMV modules produced at step (2) by ltl2smv. One way to achieve this is to provide a custom implementation of ltl2smv. In hindsight, I think this might be a good way to go.

Finally, in the work in progress paper [12] the authors target a similar goal of providing a rich specification language that benefits from efficient synthesizers. In that work the authors automatically translate often used LTL patterns into the GR(1) fragment of LTL that has an efficient synthesis algorithm [11]. They do not allow for providing partial implementations.

4Recall that we synthesize a memory-less strategy, thus introduce only new AND-gates and no additional memory.

5This is because we cannot resolve non-determinism by adding the uncontrollable input: the synthesizer is aware of all circuit’s signals, thus it may wait for the input to raise and then behave accordingly. I.e., we need to ensure that a system strategy is independent of the auxiliary signal – the partial information, which is not supported by the SYNTCOMP format.
6 Conclusions

In this paper we proposed a format to ease the specification task that allows the user to provide partial implementations, and we built the conversion scripts from the new format into the SYNTCOMP format. Both the specification format and the way we convert into the existing format are subject to discussion:

• Is there a more convenient format of specifications? Is SMV enough or Verilog should be used instead? Should we support GR(1)? Partial information?

• Is there a simpler way to convert from the new format into the SYNTCOMP format?
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The complexity of approximations for epistemic synthesis
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Epistemic protocol specifications allow programs, for settings in which multiple agents act with incomplete information, to be described in terms of how actions are related to what the agents know. They are a variant of the knowledge-based programs of Fagin et al [Distributed Computing, 1997], motivated by the complexity of synthesizing implementations in that framework. The paper proposes an approach to the synthesis of implementations of epistemic protocol specifications, that reduces the problem of finding an implementation to a sequence of model checking problems in approximations of the ultimate system being synthesized. A number of ways to construct such approximations is considered, and these are studied for the complexity of the associated model checking problems. The outcome of the study is the identification of the best approximations with the property of being PTIME implementable.

1 Introduction

Knowledge-based programs [9] are an abstract specification format for concurrent systems, in which the actions of an agent are conditional on formulas of the logic of knowledge [8]. This format allows the agent to be described in terms of what it must know in order to perform its actions, independently of how that knowledge is attained or concretely represented by the agent. This leads to implementations that are optimal in their use of the knowledge implicitly available in an agent’s local state. The approach has been applied to problems including reliable message transmission [12], atomic commitment [11], fault-tolerant agreement [6], robot motion planning [4] and cache coherency [1].

The process of going from an abstract knowledge-based program to a concrete implementation is non-trivial, since it requires reasoning about all the ways that knowledge can be obtained, which can be quite subtle. Adding to the complexity, there is a circularity in that knowledge determines actions, which in turn affect the knowledge that an agent has. It is therefore highly desirable to be able to automate the process of implementation. Unfortunately, this is known to be an inherently complex problem: even deciding whether an implementation exists is intractable [9].

Sound local proposition epistemic specifications [7] are a generalization of knowledge-based programs proposed in part due to these complexity problems. These specifications require only sufficient conditions for knowledge, where knowledge-based programs require necessary and sufficient conditions. By allowing a larger space of potential implementations, this variant ensures that there always exists an implementation. However, some of these implementations are so trivial as to be uninteresting. In practice, one wants implementations in which agents make good use of their knowledge, so that the conditions under which they act closely approximate the necessary and sufficient conditions for knowledge. To date, a systematic approach to the identification of good implementations, and of automating the construction of such good implementations, has not been identified. This is the problem we address in the present paper. Ultimately, we seek an automated approach that is implementable in a way that scales to handling realistic examples. In this paper, we use a CTL basis for specifications, and use PTIME complexity of an associated model checking problem in an explicit state representation as a proxy for practical implementability.
The complexity of approximations for epistemic synthesis

The contributions of the paper are two-fold: first, we present a general approach to the identification of good implementations, that extends the notion of sound local proposition epistemic specification by ordering the knowledge conditions to be synthesized, and then defining a way to construct implementations using a sequence of approximations to the final synthesized system, in which implementation choices for earlier knowledge conditions are fed back to improve the quality of approximation used to compute later implementation choices. This gives an intuitive approach to the construction of implementations, which we show by example to address some unintuitive aspects of the original knowledge-based program semantics. The approach is parametric in a choice of approximation scheme.

Second, we consider a range of possibilities for the approximation scheme to be used in the above ordered semantics, and evaluate the complexity of the synthesis computations associated with each approximation. The analysis leads to the identification of two orthogonal approximations that are optimal in their closeness to a knowledge-based program semantics, while remaining PTIME computable. This identifies the best prospects for future work on synthesis implementations.

The paper is structured as follows. Section 2 recalls basic definitions of temporal epistemic logic. Section 3 defines epistemic protocol specifications. In Section 4 we define the ordered semantics approximation approach for identification of good implementations. Section 5 defines a range of possible approximation schemes, which are then analyzed for complexity in Section 6. We discuss related work in Section 7 and conclude with a discussion of future work in Section 8.

2 A Semantic model for Knowledge and Time

In this section we lay out a general logical framework for agent knowledge, and describe how knowledge arises for agents that execute a concrete protocol in the context of some environment.

Let Prop be a finite set of atomic propositions and Ags be a finite set of agents. The language CTL\(^*\)K(Prop,Ags) has the syntax:

\[
\phi ::= p | \neg \phi | \phi_1 \lor \phi_2 | X\phi | (\phi_1U\phi_2) | A\phi | K_i\phi
\]

where \(p \in \text{Prop}\) and \(i \in \text{Ags}\). This is CTL\(^*\) plus the construct \(K_i\phi\), which says that agent \(i\) knows that \(\phi\) holds. We freely use standard operators that are definable in terms of the above, specifically \(F\phi = \text{true}U\phi\), \(G\phi = \neg F\neg \phi\), \(\phi_1R\phi_2 = \neg((\neg \phi_1)U(\neg \phi_2))\), \(E\phi = \neg A\neg \phi\). Our focus in this paper is on the fragment CTLK, in which the branching operators may occur only as \(A\phi\) and \(E\phi\), where \(\phi\) is a formula in which the outermost operator is one of the temporal operators \(X, U, R, F\) or \(G\). A further subfragment of this language CTLK\(^+\), specified by the grammar

\[
\phi ::= p | \neg p | \phi_1 \lor \phi_2 | \phi_1 \land \phi_2 | AX\phi | AF\phi | AG\phi | A(\phi_1U\phi_2) | A(\phi_1R\phi_2) | K_i\phi
\]

where \(p \in \text{Prop}\) and \(i \in \text{Ags}\). Intuitively, this is the sublanguage in which all occurrences of the operators \(A\) and \(K_i\) are in positive position.

To give semantics to all these languages it suffices to give semantics to CTL*K(Prop,Ags). We do this using a variant of interpreted systems [8]. Let \(S\) be a set, which we call the set of global states. A run over \(S\) is a function \(r : \mathbb{N} \rightarrow S\). A point is a pair \((r,m)\) where \(r\) is a run and \(m \in \mathbb{N}\). Given a set \(\mathcal{R}\) of runs, we define Points(\(\mathcal{R}\)) to be the set of all points of runs \(r \in \mathcal{R}\). An interpreted system for \(n\) agents is a tuple \(I = (\mathcal{R}, \sim, \pi)\), where \(\mathcal{R}\) is a set of runs over \(S\), the component \(\sim\) is a collection \(\{\sim_i\}_{i \in \text{Ags}}\), where for each \(i \in \text{Ags}, \sim_i\) is an equivalence relation on Points(\(\mathcal{R}\)) (called agent \(i\)'s indistinguishability relation) and \(\pi : S \rightarrow \mathcal{P}(\text{Prop})\) is an interpretation function. We say that a run \(r'\) is equivalent to a run \(r\) up to time \(m \in \mathbb{N}\) if \(r'(k) = r(k)\) for \(0 \leq k \leq m\).

SYNT 2015 Informal PRE-proceedings, Page 69
We can define a general semantics of CTL*K(V,Ag s) by means of a relation $I,(r,m) \models \phi$, where $I$ is an interpreted system, $(r,m)$ is a point of $I$ and $\phi$ is a formula. This relation is defined inductively as follows:

- $I,(r,m) \models p$ if $p \in \pi(r(m))$, for $p \in Prop$;
- $I,(r,m) \models \neg \phi$ if not $I,(r,m) \models \phi$;
- $I,(r,m) \models \phi_1 \lor \phi_2$ if $I,(r,m) \models \phi_1$ or $I,(r,m) \models \phi_2$;
- $I,(r,m) \models A\phi$ if $I,(r',m) \models \phi$ for all runs $r' \in R$ equivalent to $r$ up to time $m$;
- $I,(r,m) \models X\phi$ if $I,(r,m+1) \models \phi$;
- $I,(r,m) \models \phi_1 U \phi_2$ if there exists $m' \geq m$ such that $I,(r,m') \models \phi_2$, and $I,(r,k) \models \phi_1$ for $m \leq k < m'$;
- $I,(r,m) \models K\phi$ if $I,(r',m') \models \phi$ for all points $(r',m') \sim_i (r,m)$ of $I$.

For the knowledge operators, this semantics is essentially the same as the usual interpreted systems semantics. For the temporal operators, it corresponds to a semantics for branching time known as the bundle semantics [5, 22]. We write $I \models \phi$ when $I,(r,0) \models \phi$ for all runs $r$ of $I$.

We are interested in systems in which each of the agents runs a protocol in which it chooses its actions based on local information, in the context of a larger environment. An environment for agents $Ag s$ is a tuple $E = \langle S, I, \{Acts_i\}_{i \in Ag s}, \longrightarrow, \{O_i\}_{i \in Ag s}, \pi \rangle$, where

1. $S$ is a finite set of states,
2. $I$ is a subset of $S$, representing the initial states,
3. for each agent $i$, component $Acts_i$ is a finite set of actions that may be performed by agent $i$; we define $Acts = \Pi_{i \in Ag s} Acts_i$ to be the corresponding set of joint actions
4. $\longrightarrow \subseteq S \times Acts \times S$ is a transition relation, labelled by joint actions,
5. for each $i \in Ag s$, component $O_i$ is a mapping from $S$ to some set $O$ of observations,
6. $\pi : S \rightarrow \mathcal{P}(Prop)$ is an interpretation of some set of atomic propositions $Prop$.

Intuitively, a joint action $\mathbf{a}$ represents a choice of action $a_i$ for each agent, performed simultaneously, and the transition relation resolves this into an effect on the state. We assume that $\longrightarrow$ is serial in the sense that for all $s \in S$ and $\mathbf{a} \in Acts$ there exists $t \in S$ such that $s \mathbf{a} \rightarrow t$. We assume that $Acts_i$ always contains at least an action $\mathbf{skip}$, and that for the joint action $\mathbf{a}$ with $a_i = \mathbf{skip}$ for all agents $i$, we have $s \mathbf{a} \rightarrow t$ iff $s = t$.

The set $O$ of observations is an arbitrary set: for each agent $i$, we will be interested in the equivalence relation $s \sim_i t$ if $O_i(s) = O_i(t)$ induced by the observation function $O_i$ rather than the actual values of $O_i$.

A proposition $p$ is local to agent $i$ in the environment $E$ if it depends only on the agent’s observation, in the sense that for all states $s,t$ with $O_i(s) = O_i(t)$, we have $p \in \pi(s)$ iff $p \in \pi(t)$. We write $Prop_i$ for the set of propositions local to agent $i$. Intuitively, these are the propositions whose values the agent can always determine, based just on its observation. We similarly say that a boolean formula is local to agent $i$ if it contains only propositions that are local to agent $i$. We assume that the set of local propositions is complete with respect to the observations, in that for each observation $o$ there exists a local formula $\phi$ such that for all states $s$, we have $O_i(s) = o$ iff $\pi(s) \models \phi$. (This can be ensured by including a proposition $p_a$ that is true at just states $s$ with $O_i(s) = a$, or by including a proposition $v = c$ for each possible value $c$ of each variable $v$ making up agent $i$’s observation.)

A concrete protocol for agent $i \in Ag s$ in such an environment $E$ is a Dijkstra style nondeterministic looping statement $P_i$ of the form

$$\text{do } \phi_1 \rightarrow a_1 [] \ldots [] \phi_k \rightarrow a_k \text{ od}$$

(1)
where the $a_j$ are actions in $Acts_i$ and the $\phi_j$ are boolean formulas local to agent $i$. Intuitively, this is a nonterminating program that is executed by the agent repeatedly checking which of the guards $\phi_j$ holds, and then nondeterministically performing one of the corresponding actions $a_j$. If none of the guards holds, then the action skip is performed. That is, implicitly, there is an additional clause $\neg \phi_1 \land \ldots \land \neg \phi_n \rightarrow \text{skip}$. Without loss of generality, we may assume that the $a_j$ are distinct. (We can always amalgamate two cases $\phi_1 \rightarrow a$ and $\phi_2 \rightarrow a$ with the same action $a$ into a single case $\phi_1 \lor \phi_2 \rightarrow a$.) We say that action $a_j$ is enabled in protocol $P_j$ at state $s$ if $\phi_j$ holds with respect to the assignment $\pi(s)$, and write $en(P_j, s)$ for the set of all actions enabled in protocol $P_j$ at state $s$.

A joint protocol $P$ is a collection $\{P_i\}_{i \in Ags}$ of protocols for the individual agents. A joint action $a \in Acts$ is enabled by $P$ at a state $s$ if $a_i \in en(P_i, s)$ for all $i \in Ags$. We write $en(P, s)$ for the set of all joint actions enabled by $P$ at state $s$.

Given an environment $E = \langle S, I, \{Acts\}_{i \in Ags}, \rightarrow, \{O_i\}_{i \in Ags}, \pi \rangle$ and a joint protocol $P$ for the agents in $E$, we may construct an interpreted system $I(E, P) = (R(E, P), \sim, \pi)$ over global states $S$ as follows. The set of runs $R(E, P)$ consists of all runs $r : \mathbb{N} \rightarrow S$ such that $r(0) \in I$ and for all $n \in \mathbb{N}$ there exists $a \in en(P, r(n))$ such that $r(n) \xrightarrow{a} r(n + 1)$. The component $\sim = \{\sim_i\}_{i \in Ags}$ is defined by $(r, m) \sim (r', m')$ if $O_i(r(m)) = O_i(r'(m'))$, i.e., two points are indistinguishable to agent $i$ if it makes the same observation at the corresponding global states; this is known in the literature as the observational semantics for knowledge. The interpretation $\pi$ in the interpreted system $I(E, P)$ is identical to that in the environment $E$.

Note that in $I = I(E, P)$, the satisfaction of formulas of the form $K_i \phi$ in fact depends only on the observation $O_i(r(m))$. We therefore may write $I, o \models K_i \phi$ for an observation value $o$ to mean $I, (r, m) \models K_i \phi$ for all points $(r, m)$ of $I$ with $O_i(r(m)) = o$.

## 3 Epistemic Protocol Specifications

Protocol templates generalize concrete protocols by introducing some variables that may be instantiated with local boolean formulas in order to obtain a concrete protocol. Formally, a protocol template for agent $i \in Ags$ is an expression in the same form as (1), except that the $\phi_j$ are now boolean expressions, not just over the local atomic propositions $Prop_i$, but may also contain boolean variables from an additional set $X$ of template variables. We write $Vars(Prot_i)$ for the set of these additional boolean variables that occur in some $\phi_i$.

An epistemic protocol specification is a tuple $S = \langle Ags, E, \{P_i\}_{i \in Ags}, \Phi \rangle$, consisting of a set of agents $Ags$, an environment $E$ for $Ags$, a collection of protocol templates $\{P_i\}_{i \in Ags}$ for environment $E$, and a collection of epistemic logic formulas $\Phi$ over the agents $Ags$ and atomic propositions $X \cup Prop$. In this paper, we assume $\Phi \subseteq CTLK(Ags, X \cup Prop)$. We require that $Vars(P_i)$ and $Vars(P_j)$ are disjoint when $i \neq j$.

Intuitively, the protocol templates in such a specification lay out the abstract structure of some concrete protocols, and the variables in $X$ are “holes” that need to be filled in order to obtain a concrete protocol. The formulas in $\Phi$ state constraints on how the holes may be filled: it is required that these formulas be valid in the model that results from filling the holes.

To implement an epistemic protocol specification with respect to the observational semantics, we need to replace each template variable $v$ in each agent $i$'s protocol template by an expression over the agent’s local variables, in such a way that the specification formulas are satisfied in the model resulting from executing the resulting standard program. We now formalize this semantics.

Let $\theta$ be a substitution mapping each template variable $x \in Vars(P_i)$, for $i \in Ags$, to a boolean formula local to agent $i$. We may apply such a substitution to a protocol template $P_i$ in the form (1) by applying $\theta$
to each of the formulas $\phi_j$, yielding

$$\text{do } \phi_1\theta \rightarrow a_1 \quad \ldots \quad \phi_k\theta \rightarrow a_k \text{ od}$$

which we write as $P_i\theta$. Since the $\phi_i\theta$ contain only propositions in $\text{Prop}_i$, this is a concrete protocol for agent $i$. Consequently, we obtain a joint concrete protocol $P\theta = \{P_i\theta \mid i \in \text{Ags}\}$, which may be executed in the environment $E$, generating the system $I(E,P\theta)$. The substitution $\theta$ may also be applied to the specification formulas in $\Phi$. Each $\phi \in \Phi$ is a formula over variables $X \cup \text{Prop}$, so $\phi\theta$ is a formula over variables $\text{Prop}$. We write $\Phi\theta$ for $\{\phi\theta \mid \phi \in \Phi\}$. We say that such a substitution $\theta$ provides an implementation of the epistemic protocol specification $S$, provided $I(E,\{P_i\theta \mid i \in \text{Ags}\}) \models \Phi\theta$. The problem we study in this paper is the following: given an environment $E$ and an epistemic protocol specification $S$, synthesize an implementation $\theta$.

Knowledge-based programs [8, 9] are a special case of epistemic protocol specifications. Essentially, knowledge-based programs are epistemic protocol specifications in which the set $\Phi$ is a collection of formulas of the form $\text{AG}(x \iff K_i\psi)$, with exactly one such formula for each agent $i \in \text{Ags}$ and each template variable $x \in \text{Vars}(P_i)$. That is, each template variable is associated with a formula of the form $K_i\psi$, expressing some property of agent $i$’s knowledge, and we require that the meaning of the template variable be equivalent to this property. The following example, an extension of an example from [4], illustrates the motivations for knowledge-based programs that have been advocated in the literature.

**Example 1** Two robots, $A$ and $B$, sit on linear track with discretized positions $0\ldots10$. Initially $A$ is at position $0$ and $B$ is at position $10$. Their objective is to meet at a position at least $2$, without colliding. Each robot is equipped with noisy position sensor, that gives at each moment of time a natural number value in the interval $[0\ldots,10]$. (We consider various different sensor models below, each defined by a relationship between the sensor reading and the actual position.) The robots do not have a sensor for detecting each other’s position. Each robot has an action $\text{Halt}$ and an action $\text{Move}$. The $\text{Halt}$ action brings the robot to a stop at its current location, and it will not move again after this action has been performed. The $\text{Move}$ action moves the robot in the direction that it is facing (right, i.e., from $0$ to $10$ for $A$, and left for $B$). However, the effects of this action are unreliable: when performed, the robot either stays at its current position or moves one step in the designated direction.

Because of the nondeterminism in the sensor readings and the robot motion, it is a non-trivial matter to program the robots to achieve their goal. In particular, the programmer needs to reason about how the sensor readings are related to the actual positions, in view of the assumptions about the possible robot motions. However, there is a natural abstract description of the solution to the problem at the level of agent knowledge, which we may capture as a knowledge-based program as follows: $A$ has the epistemic protocol specification

$$P_A = \text{do}$$
$$\neg x \rightarrow \text{Move}$$
$$\quad \mid x \rightarrow \text{Halt}$$
$$\text{od}$$

$$\text{AG}(x \iff K_A(\text{position}_A \geq 2))$$
and B has the epistemic protocol specification

\[ P_B = \begin{array}{l}
\text{do} \\
y \rightarrow \text{Move} \\
[] \neg y \rightarrow \text{Halt} \\
\text{od}
\end{array} \]

\[ AG(y \leftrightarrow \mathbf{K}_B(\bigwedge_{p \in [0, \ldots, 10]} \text{position}_B = p \Rightarrow AG(\text{position}_A < p - 1))) \]

Intuitively, the specification for A says that A should move to the right until it knows that its position is at least 2. The specification for B says that B should move to the left so long as its knows that, if its current position is p, then A's position will always be to the left of the position p - 1 that a move might cause B to enter. If this does not hold then there could be a collision.

One of the benefits of knowledge-based programs is that they can be shown to guarantee correctness properties of solutions for a problem independently of the way that knowledge is acquired and represented. This gives a desirable level of abstraction that enables a single knowledge level description to be used to generate multiple implementations that are tailored to different environments.

In the case of the above knowledge-based program, we note that it guarantees several properties independently of the details of the sensor model. Informally, since A halts only when it knows that its position is at least 2, and \(K_A p \Rightarrow p\) is a tautology of the logic of knowledge, its program ensures that when A halts, its position will be at least 2. Similarly, since B moves at most one position in any step, and moves only when it knows that moving to the position to its left will not cause a collision with A, a move by B will not be the cause of a collision. It remains to show that A does not cause a collision with B — this requires assumptions about A's sensor. (Note that if A is blind it never halts, and could collide with B even if B never moves, so assumptions are needed.) For termination, moreover, we require fairness assumptions about the way that A and B move (e.g., an action Move performed infinitely often eventually causes the position to change.)

What implementations exist for the knowledge-based program depend on the assumptions we make about the error in the sensor readings. We assume that for each agent i, and possible sensor value v, there are propositions sensor\(i = v\), sensor\(i \geq v\), and sensor\(i \leq v\) in Prop\(i\), with the obvious meaning. Suppose that we take the robots’ position sensor to be free of error, i.e. for each agent i, we always have sensor\(i = \text{position}_i\). Then agent i always knows its exact position from its sensor value. In this case, the knowledge-based program has an implementation with \(\theta(x)\) is sensor\(_A = 2\) and \(\theta(y)\) is sensor\(_B \geq 4\).

In this implementation, A halts at position 2 and B halts at position 3 (assuming that they reach these positions.)

On the other hand, suppose that the sensor readings may be erroneous, with a maximal error of 1, i.e., when the robot's position is p, the sensor value is in \([p - 1, p, p + 1]\). In this case, there exists an implementation \(\theta\) in which \(\theta(x)\) is sensor\(_A = 3 \lor \text{sensor}_A = 4 \lor \text{sensor}_A = 5\), and \(\theta(y)\) is sensor\(_B = 4 \lor \text{sensor}_B = 5 \lor \text{sensor}_B = 6\). In this implementation, A moves until it gets a sensor reading in the set \([3, 4, 5]\), and then halts. The effect is that A halts at a location in the set \([2, 3, 4]\); which one depends on the pattern of sensor readings obtained. For example, the sequence \((0, 0), (1, 1), (2, 2), (3, 2), (4, 3)\) of (position, sensor) values leaves A at position 4, whereas the sequence \((0, 0), (1, 1), (2, 3)\) leaves A at position 2. The effect of the choice of \(\theta(y)\) is that B moves to the left and halts in one of the positions \([5, 6, 7]\). One run in which B halts at position 5 has (position, sensor) values \((10, 10), (9, 9), (8, 8), (7, 7), (6, 7), (5, 4)\). A run in which B halts at position 7 is where these values are \((10, 10), (9, 9), (8, 8), (7, 6)\). Note that here the sensor reading 6 tells B that it is in the interval \([5, 7]\), so it could be at 5. It is therefore not safe to move, since A might be at 4.
One of the advantages of the knowledge-based programs is that their implementations are optimal in the way that they use the information encoded in the agent’s observations. For example, the program for A says that A should halt as soon as it knows that it is in the goal region. In the case of the sensor with noise at most 1, the putative implementation for A given by \( \theta(x) = \text{sensor}_A \geq 4 \) would also ensure that A halts inside the goal region [2, 10], but would not implement the knowledge-based program because there are situations (viz. \( \text{sensor}_A = 3 \)), where A does not halt even though it knows that it is safe to halt.

The semantics for knowledge-based programs results in implementations that are highly optimized in their use of information. Because knowledge for an implementation \( \theta \) is computed in the system \( \mathcal{I}(E, \mathcal{P}\theta) \), agent’s may reason with complete information about the implementation they are running in determining what information follows from their observations. This introduces a circularity that makes finding implementations of knowledge-based programs an inherently complex problem. Indeed, it also has the consequence that it is possible for a knowledge-based program to have no implementations. The following provides a simple example where this is the case. It also illustrates a somewhat counterintuitive aspect of knowledge-based programs, that we will argue is improved by our proposed ordered semantics for epistemic specifications below.

Example 2 Alice and Bob have arranged to meet for a picnic. They are agreed that a picnic should have both wine and cheese, and each should bring one or the other. However, they did not think to coordinate in advance what each is bringing, and they are now not able to communicate, since Alice’s phone is in the shop for repairs. They do know that each reasons as follows. Cheese being cheaper than wine, they prefer to bring cheese, and will do so if they know that there is already guaranteed to be wine. Otherwise, they will bring wine. This situation can be captured by the knowledge-based program (for each \( i \in \{A, B\} \) and environment depicted in Figure 1. Here start is a proposition, local to both agents, that holds before the picnic (at time 0). We use \( w, c \) as propositions that hold if there is wine (respectively, cheese) in the picnic state (at time 1). Actions \( w, c, p \) represent bringing wine, bringing cheese, and picnicking, respectively. For any omitted joint actions \( a \) from a state \( s \) in the diagram, we assume an implicit self-loop \( s \xrightarrow{a} s \). We assume that for all states \( s \) and \( i \in \{A, B\} \), we have \( O_i(s) = s \), i.e., both agents have complete information about the current state.

This epistemic specification has no implementations. Note that in any implementation, each agent \( i \) must choose either \( w \) or \( c \) at the initial state. For each such selection, there is a unique successor state at time 1, so each implementation system \( \mathcal{I}(\mathcal{P}\theta, E) \) has exactly one state at time 1. If this state satisfies \( w \), then we have \( \mathcal{I}(\mathcal{P}\theta, E) \models K_i(AXw) \), and this implies that both agents select action \( c \) at the start state. But then the state at time 1 does not satisfy \( w \). Conversely, if the unique state at time 1 does not satisfy \( w \), then \( \mathcal{I}(\mathcal{P}\theta, E) \models \neg K_i(AXw) \), and this implies that both agents select action \( w \) at the start state, which produces a state at time 1 that satisfies \( w \), also a contradiction. In either case, the assumption that we have an implementation results in a contradiction, so there are no implementations. □
Testing whether there exists an implementation of a knowledge-based program when the temporal basis of the temporal epistemic logic used is the linear time logic LTL is PSPACE complete [9]. However, the primary source of the hardness here is that model checking LTL is already a PSPACE complete problem.

In the case of CTL as the temporal basis, where model checking can be done in PTIME, the problem of deciding the existence of an implementation of a given knowledge-based program in a given environment can be shown to be NP-complete. NP hardness follows from Theorem 5.4 in [9], which states that for atemporal knowledge-based programs, in which the knowledge formulas $K_i\phi$ used do not contain temporal operators, the complexity of determining the existence of an implementation is NP-complete. However, the construction in the proof in [9] requires both the environment and the knowledge-based program to vary. In practice, the size of the knowledge-based program is likely to be significantly smaller than the size of the environment, inasmuch as it is created by hand and effectively amounts to a form of specification. An alternate approach is to measure complexity as a function of the size of the environment for a fixed knowledge-based program. Even here, it turns out, the problem of deciding the existence of an implementation is NP-hard for very simple knowledge-based programs.

**Theorem 1** There exists a fixed atemporal knowledge-based program $P$ for a single agent, such that the problem of deciding, given an environment $E$, whether $P$ has an implementation in $E$, is NP-hard.

The upper bound of NP for deciding the existence of implementations of knowledge-based programs is generalized by the following result for our more general notion of epistemic protocol specification.

**Theorem 2** Given an environment $E$ and an epistemic protocol specification $S$ expressed using CTLK, the complexity of determining the existence of an implementation for $S$ in $E$ is in NP.

Theorem 2 assumes that the environment is presented by means of an explicit listing of its states and transitions. In practice, the inputs to the problem will be given in some format that makes their representation succinct, e.g., states will be represented as assignments to some set of variables, and boolean formulas will be used to represent the environment and protocol components. For this alternate input format, the problem of determining the existence of an implementation of a given epistemic protocol specification is NEXPTIME-complete [14].

Under either an implicit or explicit representation of environments, these results suggest that synthesis of implementations of general epistemic protocol specifications, and knowledge-based programs in particular, is unlikely to be practical. An implementation using symbolic techniques is presented in [14], but it works only on small examples and scales poorly (it requires the introduction of exponentially many fresh propositions before using BDD techniques; the number of propositions soon reaches the limit that can be handled efficiently by BDD packages.) In the following section, we consider a restricted class of specifications that weakens the notion of knowledge-based program in such a way that implementations can always be found, and focus on how to efficiently derive implementations that approximate the implementations of corresponding knowledge-based programs as closely as possible.

### 4 An Ordered Semantics

Sound local proposition epistemic protocol specifications are a generalization of knowledge-based programs, introduced in [7], with one of the motivations being that they provide a larger space of potential implementations, that may overcome the problem of the high complexity of finding an implementation. (There is the further motivation that the implementation of a knowledge-based program, when one exists,
itself may be intractable; e.g., it is shown in [19] that for perfect recall implementations of *atemporal* knowledge-based programs, deciding whether $K_i \phi$ holds at a given point of the implementation may be a PSPACE-complete problem. This specific motivation is less of concern for the observational case that we study in this paper.)

Formally, a *sound local proposition* epistemic protocol specification is one in which $\Phi$ is given by means of a function $\kappa$ with domain $\text{Vars}(P)$, such that for each agent $i$ and each template variable $x \in \text{Vars}(P_i)$, the formula $\kappa(x)$ is of the form $K_i \phi$. The corresponding set of formulas for the epistemic protocol specification is $\Phi = \Phi_\kappa = \{ AG(x \Rightarrow \kappa(x)) \mid x \in \text{Vars}(P) \}$.

As usual for epistemic protocol specifications, an implementation associates to each template variable a boolean formula local to the corresponding agent, such that the resulting system satisfies the specification $\Phi$. Thus, whereas a knowledge-based program requires that each knowledge formula in the program be implemented by a *necessary and sufficient* local formula, a sound local proposition specification requires only that the implementing local formula be *sufficient*.

It is argued in [7] that examples of knowledge-based programs can typically be weakened to sound local proposition specifications without loss of the desired correctness properties that hold of all implementations. However, implementations of knowledge-based programs may guarantee optimality properties that are not guaranteed by the corresponding sound local proposition specifications. For example, an implementation of a knowledge-based program that states “if $K_i \phi$ then do $a$” will be optimal in the sense that it ensures that the agent will do $a$ as soon as it knows that $\phi$ holds. By contrast, an implementation that replaces $K_i \phi$ by a sufficient condition for this formula may perform $a$ only much later, or even fail to do so, even if the knowledge necessary to do $a$ is deducible from the agent’s local state. (An example of such a situation is given in [1], which identifies a situation where a cache coherency protocol fails to act on knowledge that it has.)

Note that the substitution $\theta_\perp(x) = \text{false}$ for all template variables $x$, is always an implementation for a sound local proposition specification $S$ in an environment $E$. It is therefore trivial to decide the existence of an implementation, and it is also trivial to produce a succinct representation of an implementation. Of course, an implementation of a program “if $x$ then do $a$” that sets $x$ to be false will never perform $a$, so this trivial implementation is generally not of much interest. What is more interesting is to find good implementations, that approximate the corresponding knowledge-based program implementations as closely as possible in order to behave as close to optimally as possible, while remaining tractable.

Consider the order on substitutions defined by $\theta \leq \theta'$ if for all variables $x$ and states $s \in S$ of the environment we have $\pi(s) \models \theta(x) \Rightarrow \theta'(x)$. If both are implementations of $S$ in $E$, we may find $\theta'$ preferable in that it provides weaker sufficient conditions (i.e., ones more often true) for the knowledge formulas $K_i \phi$ of interest. Pragmatically, if $\phi$ is a condition that an agent must know to be true before it can safely perform a certain action, the more often the sufficient condition $\theta(x)$ for $K_i \phi$ holds, the more often will the agent perform the action in the implementation. It is therefore reasonable to seek implementations that maximize $\theta$ with respect to the order $\leq$. The maximal sufficient condition for $K_i \phi$ is $K_i \phi$ itself, in the system $I(E, P\theta)$ corresponding to an implementation $\theta$, expressed as an equivalent local formula.

The following result makes this statement precise:

---

1 By the assumption of locality of $\theta(x)$, validity of $AG(\theta(x) \Rightarrow K_i \phi)$ in a system is equivalent to validity of $AG(\theta(x) \Rightarrow \phi)$, but we retain the epistemic form for emphasis and to maintain the connection to knowledge-based programs.

2 The existence of such a formula follows from completeness of the set of local propositions. If we extend the propositions in an environment to include for each agent $i$ and possible observation $o$ of the agent, a proposition $p_{i,o}$ that holds at a state $s$ iff $O_i(s) = o$, then the formula $\theta(x)$ such that $I \models AG(\theta(x) \Leftrightarrow \kappa(x))$, where $\kappa(x) = K_i \phi$, can be constructed as $\bigvee\{ p_{i,o} \mid o \in O_i(S), I,o \models \kappa(x) \}$, and has size of order the number of observations.
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**Theorem 3** Suppose that \( S \) is a sound local proposition epistemic protocol specification, and let \( S' \) be the knowledge-based program resulting from replacing each formula \( AG(x \Rightarrow \kappa(x)) \) in \( \Phi \) by the formula \( AG(x \Leftrightarrow \kappa(x)) \). Then every implementation \( \theta \) of \( S' \) is an implementation of \( S \).

However, to have \( \theta(x) \) equivalent to \( K_\theta \phi \) in \( I(E,P\theta) \) would mean that \( \theta \) implements a knowledge-based program. The complexity results of the previous section indicate that this is too strong a requirement, for practical purposes, since it is unlikely to be efficiently implementable. The compromise we explore in this paper is to require \( \theta(x) \) to be equivalent to \( K_\theta \phi \) not in the system \( I(E,P\theta) \) itself, but in another system that approximates \( I(E,P\theta) \). The basis for the correctness of this idea is the following lemma.

**Lemma 1** Suppose that \( I \subseteq I' \), that \( r \) is a run of \( I \) and that \( \phi \) is a formula in which knowledge operators and the branching operator \( A \) occur only in positive position. Then \( I'\rho \models \phi \) implies \( I,r \models \phi \).

In particular, if, for a sound local proposition epistemic protocol specification \( S \), the formula \( \kappa(x) \) associated to a template variable \( x \) is in \( CTLK^+ \), then this result applies to the formula \( AG(x \Rightarrow \kappa(x)) \) in \( \Phi_\kappa \), since this is also in \( CTLK^+ \). Suppose the system \( I' \) approximates the ultimate implementation \( I(E,P\theta) \) in the sense that \( I' \supseteq I(E,P\theta) \). Let \( \theta(x) \) be a local formula such that \( I' \models AG(\theta(x) \Leftrightarrow \kappa(x)) \). Then also \( I' \models AG(\theta(x) \Rightarrow \kappa(x)) \), hence, by Lemma 1, \( \theta(x) \) will also satisfy the correctness condition \( I(E,P\theta) \models AG(\theta(x) \Rightarrow \kappa(x)) \) necessary for \( \theta \) to be an implementation of \( S \).

Our approach to constructing good implementations of \( S \) will be to compute local formulas \( \theta(x) \) that are equivalent to \( \kappa(x) \) in approximations \( I' \) of the ultimate implementation being constructed. We take this idea one step further. Suppose that we have used this technique to determine the value of \( \theta(x) \) for some of the template variables \( x \) of \( S \). Then we have increased our information about the final implementation \( \theta \), so we are able to construct a better approximation \( I'' \) to the final implementation \( I(E,P\theta) \), in the sense that \( I'' \supseteq I(E,P\theta) \). Note that if \( I'' \models AG(\phi' \Leftrightarrow \kappa(y)) \) and \( I'' \models AG(\phi'' \Leftrightarrow \kappa(y)) \), then it follows from \( I' \supseteq I'' \) that \( I'' \models AG(\phi' \Rightarrow \phi'') \). That is, \( \phi'' \) is weaker than \( \phi' \), and hence a better approximation to the knowledge condition \( \kappa(y) \) in the ultimate implementation \( I(E,P\theta) \). Thus, by proceeding iteratively through the template variables, and improving the approximation as we construct a partial implementation, we are able to obtain better approximations to \( \kappa(y) \) in \( I(E,P\theta) \) for later variables.

More precisely, suppose that we have a total pre-order on the set of all template variables \( Vars(P) = \cup_{i \in Ags} Vars(P_i) \), i.e., a binary relation \( \leq \) on this set that is transitive and satisfies \( x \leq y \vee y \leq x \) for all \( x,y \in Vars(P) \). Let this be represented by the sequence of subsets \( X_1, \ldots, X_k \), where for \( i \leq j \) and \( x \in X_i \) and \( y \in X_j \) we have \( x < y \) if \( i < j \) and \( x \leq y \leq x \) if \( i = j \). Suppose we have a sequence of interpreted systems \( I_0 \supseteq \cdots \supseteq I_k \). Define a substitution \( \theta \) to be consistent with this sequence if for all \( i = 1 \ldots k \) and \( x \in X_i \), we have \( I_{i-1} \models AG(\theta(x) \Leftrightarrow \kappa(x)) \). That is, consistent substitutions associate to each template variable \( x \) a local formula that is equivalent to (not just sufficient for) \( \kappa(x) \), but in an associated approximation system rather than in the final implementation.

**Proposition 1** Suppose that \( I_k \) is isomorphic to \( I(E,P\theta) \), and that for all \( x \in Vars(P) \), the formula \( \kappa(x) \) contains knowledge operators and the branching operator \( A \) only in positive position. Then \( \theta \) implements the epistemic protocol specification \( \langle Ags,E,P,\Phi_\kappa \rangle \).

We will apply this result as follows: define an approximation scheme to be a mapping that, given an epistemic protocol specification \( S = \langle Ags,E,P,\Phi \rangle \) and a partial substitution \( \theta \) for \( S \), yields a system \( I(S,\theta) \), satisfying the conditions

1. if \( \theta \leq \theta' \) then \( I(S,\theta) \supseteq I(S,\theta') \), and
2. if \( \theta \) is total, then \( I(S,\theta) \) is isomorphic to \( I(E,P\theta) \).
Assume now that $S$ is a sound local proposition specification based on the mapping $\kappa$. Given the ordering $\leq$ on $\text{Vars}(P)$, with the associated sequence of sets $X_1 \ldots X_k$, we define the sequence $\theta_0, \theta_1, \ldots, \theta_k$ inductively by $\theta_0 = \emptyset$ (the partial substitution that is nowhere defined), and $\theta_{j+1}$ to be the extension of $\theta_j$ obtained by defining, for $x \in X_{j+1}$, the value of $\theta_{j+1}(x)$ to be the local proposition $\phi$ such that $I(S, \theta_j) \models \phi(\kappa(x))$. Plainly $\theta_0 \subseteq \theta_1 \subseteq \ldots \subseteq \theta_k$, so we have $I(S, \theta_0) \supseteq I(S, \theta_1) \supseteq \ldots \supseteq I(S, \theta_k')$. It follows from the properties of the approximation scheme and Proposition 1 that the substitution $\theta_k$ is total and is an implementation of $S$.

This idea leads to an extension of the idea of epistemic protocol specifications: we now consider specifications of the form $(S, \leq)$, where $S$ is a sound local proposition epistemic protocol specification, and $\leq$ is a total pre-order on the template variables of $S$. Given an approximation scheme, the construction of the previous paragraph yields a unique implementation of $S$. Intuitively, by specifying an order $\leq$, the programmer fixes the order in which implementations are synthesized for the template variables, and the approach guarantees that variables later in the order are synthesized using information about the values of variables earlier in the order.

5 A spectrum of approximations

It remains to determine which approximation scheme to use in the approach to constructing implementations described in the previous section. In this section, we consider a number of possibilities for the choice of approximation scheme. A number of criteria may be applied to the choice of approximation scheme. For example, since the programmer must select the order in which variables are synthesized, the approximation scheme should be simple enough to be comprehensible to the programmer, so that they may understand the consequences of their ordering decisions.

On the other hand, since synthesis is to be automated, we would like the computation of the values $\theta(x)$ to be efficient. This amounts to efficiency of the model checking problem $I(S, \theta') \models \kappa(x)$ for partial substitutions $\theta'$ and formulas $\kappa(x) \in \text{CTLK}^+$. To analyze this complexity, we work below with a complexity measure that assumes explicit state representations of environments, but we look for cases where the model checking problem in the approximation schemes is solvable in PTIME. We assume that the protocol template $P$ and the formulas $\Phi$ in the epistemic protocol specification are fixed, and measure complexity as a function of the size of the environment $E$. This is because in practice, the size of the environment is likely to be the dominant factor in complexity.

One immediately obvious choice for the approximation scheme is to take the system $I(S, \theta)$, for a partial substitution $\theta$, to be the union of all the systems $I(E, P\theta)$, over all total substitutions $\theta'$ that extend the partial substitution $\theta$. This turns out not to be a good choice (it is the intractable case $I_{il,i,r,sc}$ below), so we consider a number of relaxations of this definition. The following abstract view of the situation provides a convenient format that unifies the definition of these relaxations.

Given an environment $E$ with states $S$, define a strategy for $E$ to be a function $\sigma : S^+ \rightarrow \mathcal{P}(S) \setminus \{\emptyset\}$ mapping each nonempty sequence of states to a set of possible successors. We require that for each $t \in \sigma(s_0 \ldots s_k)$ we have $s_k \xrightarrow{a} t$ for some joint action $a$. Given a set $\Sigma$ of strategies, we can construct an interpreted system consisting of all runs consistent with some strategy in $\Sigma$. We encode the strategy into the run. We use the extended set of global states $S \times \Sigma$. We take $\mathcal{R}_\Sigma$ to be the set of all $r : N \rightarrow S \times \Sigma$ such that there exists a strategy $\sigma$ such that for all $n \in N$ we have $r(n) = (s_n, \sigma)$, for some $s_n \in S$, and, we have $s_{n+1} \in \sigma(s_0, s_1, \ldots, s_n)$ for all $n \in N$. Intuitively, this is the set of all infinite runs, each using some fixed strategy in $\Sigma$, with the strategy encoded into the state. We define $I(E, \Sigma) = (\mathcal{R}_\Sigma, \sim, \pi')$ where $\sim = \{\sim_{i|\sigma \in \text{Agss}}\}$ is the relation on points of $\mathcal{R}_\Sigma$ defined by $(r, m) \sim_i (r', m')$ if, with $r(m) = (s, \sigma)$ and $r'(m') = (s', \sigma')$, we
have $O_i(s) = O_i(s')$. The interpretation $\pi'$ on $S \times \Sigma$ is defined so that $\pi'(s, \sigma) = \pi(s)$, where $s \in S$, $\sigma \in \Sigma$ and $\pi$ is the interpretation from $E$.

A memory definition is a collection of functions $\mu = \{\mu_i\}_{i \in \text{Ags}}$ with each $\mu_i$ having domain $S^+$. In particular, we work with the following memory definitions derived using the observation functions in the environment $E$:

- The perfect information, perfect recall definition $\mu^{\text{pi,pr}}_i = \{\mu^{\text{pi,pr}}_i\}_{i \in \text{Ags}}$ where $\mu^{\text{pi,pr}}_i(s_0 \ldots s_k) = s_0 \ldots s_k$
- The perfect information, imperfect recall definition $\mu^{\text{pi,ir}}_i = \{\mu^{\text{pi,ir}}_i\}_{i \in \text{Ags}}$ where $\mu^{\text{pi,ir}}_i(s_0 \ldots s_k) = s_k$
- The imperfect information, perfect recall definition $\mu^{\text{ii,pr}}_i = \{\mu^{\text{ii,pr}}_i\}_{i \in \text{Ags}}$ where $\mu^{\text{ii,pr}}_i(s_0 \ldots s_k) = O_i(s_0) \ldots O_i(s_k)$
- The imperfect information, imperfect recall definition $\mu^{\text{ii,ir}}_i = \{\mu^{\text{ii,ir}}_i\}_{i \in \text{Ags}}$ where $\mu^{\text{ii,ir}}_i(s_0 \ldots s_k) = O_i(s_k)$

A strategy depends on memory definition $\mu$ if there exist functions $F_i : \text{range}(\mu_i) \to \mathcal{P}(\text{Acts}_i)$ for $i \in \text{Ags}$ such that for all sequences $\rho = s_0 \ldots s_k$, we have $t \in \sigma(s_0 \ldots s_k)$ iff $s \xrightarrow{a} t$ for some joint action $a$ such that for all $i \in \text{Ags}$, we have $a_i \in F_i(\mu_i(s_0 \ldots s_k))$.

Let $P$ be a joint protocol template and let $\theta$ be a partial substitution for $P$. A strategy $\sigma$ is substitution consistent with respect to $P, \theta$ and a memory definition $\mu$ if $\sigma$ depends on $\mu$ and for all sequences $s_0 \ldots s_k$ there exists a substitution $\theta' \supseteq \theta$ mapping all the template variables of $P$ undefined by $\theta$ to truth values, such that

$$\sigma(s_0 \ldots s_k) = \{t \mid \text{there exists } a \in \text{Acts}, s_k \xrightarrow{a} t\}$$

(2)

Note that since the choice of $\theta'$ is allowed to depend on $s_0 \ldots s_k$, this does not imply that the set of possible successors states $\sigma(s_0 \ldots s_k)$ depends only on the final state $s_k$; the reference to $s_k$ in the right hand side of equation 2 is included just to allow the enabled actions to be determined in a way consistent with the substitution $\theta$, which already associates some of the variables with predicates on the state $s_k$.

**Example 3** Consider the maximally nondeterministic, or top, strategy $\sigma_\top$, defined by $\sigma_\top(s_0 \ldots s_k) = \{t \mid \text{there exists } a \in \text{Acts}, s_k \xrightarrow{a} t\}$ for all $s_0 \ldots s_k$. Intuitively, this strategy allows any action to be taken at any time. It is easily seen that $\sigma_\top$ depends on every memory definition $\mu$. However, it is not in general substitution consistent, since there are protocol templates for which the set of enabled actions (and hence the transitions) depend on the substitution $\theta$, which already associates some of the variables with predicates on the state $s_k$.

Consider the protocol template $P = \text{do } x \to a [] \rightarrow x \rightarrow b \text{ od}$ for a single agent, in an environment with states $S = \{s_0, s_1, s_2\}$ and transitions $s_0 \xrightarrow{a} s_1$, $s_0 \xrightarrow{b} s_2$, $s_1 \xrightarrow{a b} s_1$ and $s_2 \xrightarrow{a b} s_2$. Let $\theta$ be the empty substitution. For all substitutions $\theta'$, $\text{en}(P\theta', s_0)$ is either $\{a\}$ or $\{b\}$, so for the sequence $s_0$, the right hand side of equation (2) is equal to either $\{s_1\}$ or $\{s_2\}$. For the strategy $\sigma_\top$, we have $\sigma_\top(s_0) = \{s_1, s_2\}$. Hence this strategy is not substitution consistent in this environment. $\square$

We now obtain eight sets of strategies by choosing an information mode $a \in \{\text{pi, ii}\}$, a recall mode $b \in \{\text{pr, ir}\}$ and a selection $c \in \{\text{sc, nsc}\}$ to reflect a choice with respect to the requirement of substitution consistency. Formally, given a joint protocol template $P$, a partial substitution $\theta$ for $P$, and an environment $E$, we define $\Sigma^{a,b,c}(P, \theta, E)$ to be the set of all strategies in $E$ that depend on $\mu^{\text{a,b}}$, and that are substitution consistent with respect to $P, \theta$ and $\mu^{\text{a,b}}$ in the case $c = \text{sc}$.
Corresponding to these eight sets of strategies, we obtain eight approximation schemes. Let \( S \) be an epistemic protocol specification with joint protocol template \( P \), and environment \( E \). Given a partial substitution \( \theta \) for \( P \), and a triple \( a, b, c \), we define the system \( I_{a,b,c}(S, \theta) \) to be \( I(\Sigma_a, b, c(P, \theta), E) \).

**Proposition 2** For each information mode \( a \in \{ \pi, \ii \} \), a recall mode \( b \in \{ \pr, \ir \} \) and selection \( c \in \{ \sc, \nsc \} \), the mapping \( I_{a,b,c} \) is an approximation scheme.

Additionally we have the approximation scheme \( I^\top(S, \theta) \) defined to be \( I(\{ \sigma^\top_{E,P\theta}, E \}) \), based on the top strategy in \( E \) relative to the protocol template \( P_\theta \), which is defined by taking \( \sigma^\top_{E,P\theta}(s_0 \ldots s_k) \) to be the set of all states \( t \in S \) such that there exists a joint action \( a \in \text{Acts} \) such that for all \( i \in \text{Ags} \), the protocol template \( P_i \theta \) contains a clause \( \phi \theta \rightarrow a_i \) with \( \phi \theta \) satisfiable relative to \( \pi(s_k) \). (We note that here \( \pi(s_k) \) provides the values of propositions \( \text{Prop} \) and we are asking for satisfiability for some assignment to the variables on which \( \theta \) is undefined. Because we are interested in the case where \( P \), and hence \( \phi \), is fixed, this satisfiability test can be performed in PTIME as the environment varies.)

For reasons indicated in Example 3, the strategy \( \sigma^\top_{E,P\theta} \) is not substitution-consistent. However, it is easily seen to depend only on the values \( O_i(s_k) \), so we have \( \sigma^\top_{E,P\theta} \in \Sigma_{i,\ir,\jsc} \).

Figure 2 shows the lattice structure of the approximation schemes, with an edge from a scheme \( I \) to a scheme \( I' \) meaning that \( I' \) is a closer approximation to the final system \( I(E, P\theta) \) synthesized, informally in the sense that \( I \) has more runs and more branches from any point than does \( I' \). (Generally, the relation is one of simple containment of the sets of runs, but in the case of edges involving \( I(E, P\theta) \) and \( \sigma^\top \), we need a notion of simulation to make this precise.)

Besides yielding an approach to the construction of implementations of epistemic protocol specifications, we note that our approach also overcomes the counterintuitive aspect of knowledge-based programs illustrated in Example 2.

**Example 4** Suppose that we replace the specification formulas \( AG(x_i \Leftrightarrow K_i AXw) \) in Example 2 by the weaker form \( AG(x_i \Rightarrow K_i AXw) \), and impose the ordering \( x_A < x_B \) on the template variables. We compute the implementation obtained when we use \( I^\top \) as the approximation scheme. We take \( \theta_0 \) to be the empty substitution. \( I(\{ \sigma^\top_{E,P\theta_0}, E \}) \) has all possible behaviours of the original environment, so at the start
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state, we have \( \neg K_A(AXw) \). It follows that substitution \( \theta_1 \), which has domain \( \{x_A\} \) assigns to \( x_A \) a local proposition that evaluates to \text{false} at the initial state. Hence, \( P_A\theta_1 \) selects action \( w \) at the initial state. The effect of this is to delete the bottom transition from the state transition diagram for the environment in Figure 1. It follows that in \( I((\sigma_{E,P_B}^T,E), \) we have \( K_B(AXw) \) at the initial state, so \( \theta_2(x_B) \) evaluates to \text{true} at the initial state. This means that the final implementation \( P\theta_2 \) is the protocol in which Alice brings wine and Bob brings cheese, leading to a successful picnic, by contrast with the knowledge-based program, which does not yield any solutions to their planning problem. (We remark that both Alice and Bob could compute this implementation independently, once given the ordering on the variables. They do not need to communicate during the computation of the implementation.) □

We noted above in Theorem 3 that a sound local proposition specification that is obtained from a knowledge-based program includes amongst its implementations all the implementations of the knowledge-based program. The knowledge-based program, in effect, imposes additional optimality constraints on these implementations. Our ordered semantics aims to approximate these optimal implementations. It is therefore of interest to determine whether the ordered semantics for sound local proposition specifications can sometimes find such optimal implementations. Although it is not true in general, there are situations where the implementations obtained are indeed optimal. The following provides an example.

**Example 5** Consider the sound local proposition specification obtained from the knowledge-based program of Example 1 by replacing the \( \leftrightarrow \) operators in the formulas by \( \Rightarrow \). That is, we take \( \Phi \) to contain the formulas

\[
AG(x \Rightarrow K_A(position_A \geq 2))
\]

and

\[
AG(y \Rightarrow K_B(\bigwedge_{p \in [0,10]} position_B = p \Rightarrow AG(position_A < p - 1)))
\]

We consider the setting where sensors readings are within 1 of the actual position. Suppose that we use \( I^T \) as the approximation scheme, and order the template variables using \( x < y \), i.e., we synthesize a solution for \( A \) before synthesizing a solution for \( B \) (knowing what \( A \) is doing.) Then, for \( A \), we construct \( \theta(x) \) as the local proposition for \( A \) that satisfies

\[
AG(x \leftrightarrow K_A(position_A \geq 2))
\]

in a system where both \( A \) and \( B \) may choose either action \text{Move} or \text{Halt} at any time. We obtain the substitution \( \theta_1 \) where \( \theta_1(x) \) is \( \text{sensor}_A \geq 3 \), which ensures that always \( position_A \leq 4 \), and in which \( A \) may halt at a position in the set \( \{2,3,4\} \). In the next step, we synthesize \( \theta(y) \) as the local proposition such that

\[
AG(y \leftrightarrow K_B(\bigwedge_{p \in [0,10]} position_B = p \Rightarrow AG(position_A < p - 1)))
\]

in the system where \( A \) runs \( P_A\theta_1 \), and where \( B \) may choose either action \text{Move} or \text{Halt} at any time. In this system, \( B \) knows that \( A \)’s position is always at most 4, so it is safe for \( B \) to move if \( position_B \geq 6 \). Agent \( B \) knows that its position is at least 6 when it gets a sensor reading at least 7. Hence, we obtain the substitution \( \theta_2 \) where \( \theta_2(y) \) is \( \text{sensor}_B \geq 7 \) and \( \theta_2(x) \) is \( \text{sensor}_A \geq 3 \). It can be verified that this substitution is in fact an implementation of the original knowledge-based program.
6 Complexity of model checking in the approximations

To construct an implementation based on the extended epistemic protocol specification \((S, \leq)\) using an approximation scheme \(I(S, \theta)\), we need to perform model checking of formulas in CTLK\(^+\) in the systems produced by the approximation scheme. We now consider the complexity of this problem for the approximation schemes introduced in the previous sections. We focus on the complexity of this problem with the protocol template fixed as we vary the size of the environment, for reasons explained above.

We say that the environment-complexity of an approximation scheme \(I(S, \theta)\) is the maximal complexity of the problem of deciding \(I(S, \theta), o \models \kappa(x)\) with all components fixed and only the environment \(E\) in \(S\) varying. More precisely, write \(S^- = \langle Ags, P, \kappa \rangle\) for a tuple consisting of a set \(Ags\) of agents, a collection \(P = \{P_i\}_{i \in Ags}\) of protocol templates for these agents, and a mapping \(\kappa\) associating, for each agent \(i\), a formula \(\kappa(x) = K_i\phi\) of CTLK\(^+\) to each template variable \(x\) in \(P_i\). Given an environment \(E\), write \(S^-(E)\) for the epistemic protocol specification \((Ags, E, \{P_i\}_{i \in Ags}, \Phi_k)\) obtained from these components. Say that \(E\) fits a tuple \((S^-, \theta, o, x)\) consisting of \(S^-\) as above, a substitution \(\theta\) assigning a boolean formula to a subset of the template variables in \(P\), an observation \(o\) and a variable \(x\), if \(E\) contains all actions used in \(P\), \(o\) is an observation in \(E\) of the agent \(i\) such that \(P_i\) contains \(x\), and for each \(x\) such that \(\theta(x)\) is defined, the formula \(\theta(x)\) is local in \(E\) to the agent \(i\) such that \(P_i\) contains \(x\). Given \(S^- = \langle Ags, P, \kappa \rangle\) and \(\theta\), \(o\) and \(x\), define \(EC_{(S^-, \theta, o, x)}\) to be the set

\[\{E \mid E\text{ fits } (S^-, \theta, o, x) \text{ and } I(S^-(E), \theta), o \models \kappa(x)\} .\]

Then the environment-complexity of an approximation scheme \(I(S, \theta)\) is the maximal complexity of the problem of deciding the sets \(EC_{(S^-, \theta, o, x)}\) over all choices of \(S^-, \theta, o\) and \(x\).

We note that even though we have allowed perfect recall and/or perfect information in the strategy spaces used by the approximation, when we model check in the system generated by the approximation, knowledge operators are handled using the usual observational (imperfect recall, imperfect information) semantics. The stronger capabilities of the strategies are used to increase the size of the strategy space in order to weaken the approximation. (Model checking with respect to perfect recall, in particular, would increase the complexity of the model checking problem, whereas we are seeking to decrease its complexity.)

It turns out that several of the approximation schemes, that are closest to the final system synthesized (which would give the knowledge-based program semantics), share with the knowledge-based program semantics the disadvantage of being intractable. These are given in the following result.

**Theorem 4** The approximation schemes \(I_{ii, ir, sc}, I_{ii, pr, sc},\) and \(I_{pi, ir, sc}\) have coNP-hard environment complexity, even for a single agent.

Each of these intractable cases uses substitution consistent strategies and uses either imperfect recall or imperfect information. The proofs vary, but one of the key reasons for complexity in the imperfect recall cases is that the strategy must behave the same way each time it reaches a state. Intuitively, this means that we can encode existential choices from an NP hard problem using the behaviour of a strategy at a state in this case. In the case of \(I_{ii, pr, sc}\), we use obligations on multiple branches indistinguishable to the agent to force consistency of independent guesses representing the same existential choice. All the remaining approximation schemes, it turns out, are tractable:

**Theorem 5** The approximation schemes \(I^+, I_{ii, ir, nsc}, I_{pi, pr, sc}, I_{pi, ir, nsc}, I_{ii, pr, nsc}\) and \(I_{pi, pr, nsc}\) have environment complexity in PTIME.
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The reasons are varied, but there are close connections to some known results. The scheme $I^T$ effectively builds a new finite state environment from the environment and protocol by allowing some transitions that would normally be disabled by the protocol, so its model checking problem reduces to an instance of CLTK model checking, which is in PTIME by a mild extension of the usual CTL model checking approach. It turns out, moreover, by simulation arguments, that for model checking CTLK+ formulas, the approximations $I_{ii,ir,sc}$ and $I_{ii,pr,nsc}$ are equivalent to $I^T$, i.e., satisfy the same formulas at the same states, so the algorithm for $I^T$ also resolves these cases.

The cases $I_{pi,pr,sc}$ and $I_{pi,pr,nsc}$ are very close to the problem of module checking of universal CTL formulas, which is known to be in PTIME [16]. The proof technique here involves an emptiness check on a tree automaton representing the space of perfect information, perfect recall strategies (either substitution consistent or not required to be so), intersected with an automaton representing the complement of the formula. The cases $I_{pi,pr,nsc}$ and $I_{pi,ir,sc}$ can moreover be shown to be equivalent by means of simulation techniques, so the latter also falls into PTIME.

The demarcation between the PTIME and co-NP hard cases is depicted in Figure 2. This shows there are two best candidates for use as the approximation scheme underlying our synthesis approach. We desire an approximation scheme that is as close as possible to the knowledge-based program semantics, while remaining tractable. The diagram shows two orthogonal approximation schemes that are maximal amongst the PTIME cases, namely $I^T$ and $I^{pi,pr,sc}$. The former generates a bushy approximation in that it relaxes substitution consistency. The latter remains close to the original protocol by using substitution consistent strategies, but at the cost of allowing perfect information, perfect recall strategies. It is not immediately clear what the impact of these differences will be with respect to the quality of the implementations synthesized using these schemes, and we leave this as a question for future work.

7 Related Work

Relatively little work has been done on automated synthesis of implementations of knowledge-based programs or of sound local proposition specifications, particularly with respect to the observational semantics we have studied in this paper. In addition to the works already cited above, some papers [18, 17, 20, 21, 3] have studied the complexity of synthesis with respect to specifications in temporal epistemic logic using the synchronous perfect recall semantics. A symbolic implementation for knowledge-based programs that run only a finitely bounded number of steps under a clock or perfect recall semantics for knowledge is developed in [13].

There also exists a line of work that is applying knowledge based approaches and model checking techniques to problems in discrete event control, e.g., [2, 10, 15]. In general, the focus of these works is more specific than ours (e.g., in restricting to synthesis for safety properties, rather than our quite general temporal epistemic specifications) but there is a similar use of monotonicity. It would be interesting to apply our techniques in this area and conduct a comparison of the results.

8 Conclusion

In this paper we have proposed an ordered semantics for sound local proposition epistemic protocol specifications, and analyzed the complexity of a model checking problem required to implement the approach, for a number of approximation schemes. This leads to the identification of two optimal approximation schemes, $I^T$ and $I^{pi,pr,sc}$ with respect to which the model checking problem has PTIME complexity in an explicit state representation.
A number of further steps are required to obtain a practical framework for synthesis. Ultimately, we would like to be able to implement synthesis using symbolic techniques, so that it can also be practically carried out for specifications in which the environment is given implicitly using program-like representations, rather than by means of an explicit enumeration of states. The complexity analysis in the present paper develops an initial understanding of the nature of the model checking problems that may be helpful in developing symbolic implementations. In the case of the approximation scheme $I^{pl,pr,sc}$, the associated model checking problem amounts essentially to CTLK model checking in a transformed model, for which symbolic model checking techniques are well understood. In work in progress, we have developed an implementation of this case, and we will report on our experimental findings elsewhere.

In the case of the approximation $I^{pl,pr,sc}$, the model checking problem is more akin to module checking, for which symbolic techniques are less well studied. This case represents an interesting question for future research, as does the question of how the implementations obtained in practice from these tractable approximations differ.

Our examples in this paper give some initial data points that suggest both that the ordered approach is able to construct natural implementations for the sound local proposition weakenings of knowledge-based programs that lack implementations, as well as implementations of such weakenings that are in fact implementations of the original knowledge-based program. More case studies are required to understand how general these phenomena are in practice. It would be interesting to find sufficient conditions under which the ordered approach is guaranteed to generate knowledge-based program implementations.
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